Abstract— Remote sensing image fusion is basically performed to enhance the image resolution for better image interpretation. Nowadays, remote sensing applications require quick system response especially for critical satellite missions such as hazard and disaster estimation. The on-board embedded techniques that enhance the quality of the fused images.

Fusion of panchromatic (Pan) images having high spatial and low spectral resolutions with multispectral (MS) images having low spatial and high spectral resolutions improves the quality of remotely sensed images for better classification and feature extraction and consequently increasing satellite image data usage [1]. The importance of image fusion in the field of remote sensing motivates researchers to develop image fusion techniques that enhance the quality of the fused images.

The most common form of image fusion methods are based on intensity-hue-saturation (IHS) [2], principal component analysis (PCA) [3], discrete wavelet transform (DWT) [4], complex wavelet transform (CWT) [5], and independent component analysis (ICA) [6]. ICA based image fusion has an advantage over other image fusion techniques because of its ability of using higher-order statistical properties in eliminating the redundancy between different image data. The estimation of the data model of independent component analysis is usually performed by formulating an objective function and then minimizing or maximizing it. Therefore, the properties of the ICA method depend on both the objective function and the optimization algorithm[7].

Authors of [8] used genetic algorithm (GA) [9-11] for the optimization of the ICA by maximizing non-gaussianity through the maximization of kurtosis of the obtained components. Due to the simplicity of the calculation of the kurtosis function, this paper proposes a hardware implementation of the GA based ICA in [8] using Spartan-3A DSP 1800A Xilinx FPGA. The FPGA consists of programmable logic cells and interconnections that can be programmed by the user to perform a desired function[12,13]. The proposed system is described in VHDL and simulated using Xilinx ISE design suite 12.1. FPGAs maintain the performance of ASICs (application specific ICs) while avoiding their high development cost and inability to accommodate design modifications after production. The proposed hardware system is used to search the optimum mixing matrix which is used to decompose the MS image of the Quickbird satellite image data into its independent components. The obtained components are then used to fuse the MS and PAN images.

The advantages of the hardware implementation is to reduce the inherent long time convergence of the software implementation of the GA, moreover the hardware implementation opens the way for the creation of embedded systems to perform image fusion tasks in real time that serve to interpret satellite images and making decision while reducing the bandwidth of the downlink. This can be accomplished using soft and hard processor cores [13].

II. FPGA IMPLEMENTATION OF THE ICA

A. Selecting a Template (Heading 2)

ICA is a computational method for separating multivariate signals into additive components supposing the mutual statistical independence of the non-Gaussian source signals [7]. The components should be statistically independent. This means that the value of any one of the components gives no information about the values of the other components. If a data vector $X = (X_1, X_2, ..., X_N)^T$ is an observed vector such

$$S = AX$$  \hspace{1cm} (1)

where A is an unknown scalar matrix which is called mixing matrix.
The goal of the ICA is to find the right linear transformation of the correlative input that makes the outputs as independent as possible.

Evolutionary algorithms are suitable for finding [9-11] solutions of large searching space and multiple conflicting objectives. GA is a subarea of the more general topic of evolutionary algorithms. GA uses evolution as an optimization tool for engineering problems in a manner similar to the biological evolution. In the natural world there is a population of organisms, the life cycle of these organisms represent the fitness function, so the nature itself will select the best organism for the next generation. GA evolves a population of candidate solutions to a given problem, using operators inspired by natural genetic variation and natural selection.

The function of the genetic algorithm is to search for the desired solution of engineering problem among a collection of candidate solutions. The set of candidate solutions represent the population of organism, each solution represent a chromosome. To evolve good solutions and to implement natural selection, we need a measure with a set of parameters involved for selecting good solutions from available solutions. This measure is so-called fitness function and the parameters are encoded to vectors, each vector represents a chromosome (possible solution). Once the problem is encoded in a chromosomal manner and a fitness measure has been chosen, GA starts to evolve the chromosomes of the search problem using a population of initial solutions through crossover and mutation operations until a predefined stopping criterion is reached.

In this paper, the candidate solution is used to generate the independent components of satellite image data according to equation (1) and the GA is used to evolve the best solution (mixing matrix) by maximizing the fitness function. The fitness of the candidate solution is calculated by maximizing the kurtosis [ica book] of the independent components according to the following function:

\[
\text{Fitness} = E(y^4) - 3(E(y^2))^2 \quad (2)
\]

A maximum value of the fitness function indicates that the obtained components have a nongaussian distribution, so the components are independent. The best solution is used to generate the independent components of the MS image. The third independent component is replaced with the PAN image and then the new combination is multiplied by the inverse of the mixing matrix to obtain the fused image.

FPGA is used in the implementation of the proposed hardware system. Figure 1 shows the top level of the proposed hardware system. It comprises three counters, a 32-bit pseudo random number generator (SRG) [14], and GA finite state machine (GA_FSM). The GA_FSM is the core of the designed system and is responsible for the execution of the GA evolution cycle. Image data is entered to the design line by line or precisely pixel by pixel then the GA processing is performed on these pixels.

Fig. 1. The Top-level of the proposed design

The GA finite state machine is designed using VHDL in a pipelined fashion. This increases the maximum clock frequency, reduces the time to synthesis the code, and increases the throughput of the system. The counters are used for indexing the individuals of the population and selecting the genes of the chromosomes. The SRG is set to run in the background, in parallel with the GA operations. In fact, running the SRG independently in parallel with the main task gives an additional randomization to the design. Unlike deterministic search algorithms, GAs use probabilistic transition rules to guide their search. Hence the implementation of the random number generator is required for processing the following tasks:

- Creation of the initial population.
- Selection of the surviving chromosomes for the next generation.
- Choosing the chromosomes for crossover.
- Selection of genes for mutation.

### III. SIMULATION AND SYNTHESIS RESULTS

The proposed FPGA architecture for the implementation of the ICA is designed using the Spartan-3A DSP 1800A Xilinx FPGA. This is because Spartan-3A DSP FPGA device has embedded DSP modules and the fitness function of the GA requires many addition and multiplication operations. The whole design is created using VHDL and simulated using Xilinx ISE design suite 12.1. The performance of the developed FPGA implementation of the ICA algorithm is verified through comparing the hardware results with that obtained from Matlab.

Fig. 2 demonstrates the simulation results of the proposed FPGA architecture at the beginning, middle, and end of the GA evolution process through different generations. At the beginning of the GA, as shown in Fig. 2.a, the GA_FSM starts when Start_Ga signal is ‘1’ to evolve the best solution (mixing matrix) that gives the independent components of the MS image with a maximum independency. The GA_FSM uses counter1, counter2, and the SRG for the creation of the initial population of the GA evolution cycle. It is clear from Fig. 2 that the SRG is running in parallel with the other design modules and its state changes in each clock cycle. When the GA reaches generation number 100 it stops its process with the best obtained mixing matrix that is corresponding to maximum fitness as shown in Fig. 2.c.

The performance of the developed FPGA implementation of the ICA algorithm is tested by transforming the MS image of the Quickbird satellite image data to its independent components using the best obtained mixing matrix using the
proposed FPGA design and Matlab. The obtained components are then used to fuse the MS and PAN images of the Quickbird satellite image data. The best obtained mixing matrices using the proposed FPGA design and Matlab are shown in Fig. 3. The GA evolution process through different generations are also demonstrated in Fig. 3. It is clear that the hardware evolves the mixing matrix the same way as Matlab.

The visual quality of the obtained fused images, shown in Fig. 3, reveals a similar performance of the proposed FPGA design and Matlab.

Table I demonstrates synthesis results of the proposed FPGA design. The results show that the design uses 70% of the slices and 50% of the DSP modules. The design also operates at a frequency of 36.7 MHz. Hence, the synthesis results of the proposed FPGA design on the Spartan-3A DSP 1800A Xilinx FPGA show good utilization of the device resources while maintaining high system clock.

In this paper, FPGA architecture of the ICA for the fusion of remote sensing images is presented. The design includes state machine for the implementation of the GA evolution cycle, three counters, and 32-bit RNG for the selection of the chromosomes and the implementation of the GA operations. The whole design is created using VHDL and verified through comparing the results with that obtained from Matlab tools. The design is tested with Quickbird satellite images. The evolved hardware shows similar performance compared to Matlab software. The design runs at a frequency of 36.7 MHz on Spartan-3A DSP 1800A Xilinx FPGA. Synthesis results show good utilization of the device resources while maintaining high system clock.

### IV. CONCLUSION

In this paper, FPGA architecture of the ICA for the fusion of remote sensing images is presented. The design includes state machine for the implementation of the GA evolution cycle, three counters, and 32-bit RNG for the selection of the chromosomes and the implementation of the GA operations. The whole design is created using VHDL and verified through comparing the results with that obtained from Matlab tools. The design is tested with Quickbird satellite images. The evolved hardware shows similar performance compared to Matlab software. The design runs at a frequency of 36.7 MHz on Spartan-3A DSP 1800A Xilinx FPGA. Synthesis results show good utilization of the device resources while maintaining high system clock.
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