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ABSTRACT

In this paper fractal image compression encoding
procedure is time-consuming due to on full search
mechanism. In order to speedup the encoder, ittadop
particle swarm optimization method performed under
classification and Dihedral transformation to resltive
encoding time. This PSO based proposed technique is
used for the mean square error (MSE) based on the
stopping criterion between range block and domain
block. Dihedral  transformation, only  four
transformations for each domain block are consitlere
so as to reduce the encoding time. An experimental
result on encoding time of the proposed methodsgef
than that of the conventional methods on good image
quality.
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1. INTRODUCTION

The idea of the image redundancies can be efflgient
exploited by means of block self-affine transforioias

may call the fractal image compression (FIC). based
the partitioned iteration function system (PIFS)ickh
utilized the self-similarity on first practical frtal
image compression scheme was introduced in 1992 by
Jacquin[l]. The fractal transform for image
compression was introduced in 1985 by Barnsley and
Demko. The very high encoding time is the main
disadvantages because of exhaustive search strategy
Therefore, decreasing the encoding time is an
interesting research topic for FIC.

One way of decreasing the encoding time is by using
stochastic optimization methods wusing Genetic
Algorithm (GA) this recent topics of GA-based

methods are proposed to improve the efficiency [2].

The idea of special correlation of an image is used
these methods while the chromosomes in GA coasist
all range blocks which leads to high encoding sf&jed

Other researchers focused on improvements by tree
structure search methods of the search process and
parallel search methods [4, 5] or quad tree paniitig

of range blocks to make it faster.

Wavelet transform is used to decompose the original
image to various frequency sub bands in which the
attributes can be extracted from the wavelet coiefiits
belonging to different sub-bands. The distributioh
wavelet coefficients can be used in context based
multiscale classification of document image[6]. Tast

and efficient algorithm[7] was applied to triangula
mesh to approximate surface data using wavelet
transform coefficients. It directly determined lbeaaea
complexity in an image and divides square cells
depending on complexity. In implemented a hybrid
image classification method combining wavelet
transform, rough set approach, and artificial neura
network. Zou and Li have proposed image classificat
using wavelet coefficients in low-pass bands [8}isT
approach was based on the distribution of histograim
the wavelet coefficients.

In this paper, it use particle swarm optimizatioethod

to reduce the search space for FIC. If the twokdare
not of the same type no similarity will not be adited.
The classification method is to partition all ofeth
blocks in domain pool and range pool into thressds
according to third level wavelet coefficients. Eaahge
block calculates the similarity measure only witte t
domain block from the same class. In the meanwhile,
we consider the special property of the Dihedral
transformation so that only four transformationg ar
required to calculate the similarity. Therefore the
encoding time can be further reduced. Experimerds a
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conducted on 1 image using 4 methods including the
full search method, discrete wavelet transform (DWT
PSO, and the proposed method. Experimental results
show that the proposed method outperform all therot

3 methods. In average, the proposed method is about
178 times faster in comparison to the full searethod

with only 1.46 dB decay in image quality. Comparing
to Wu's schema genetic algorithm (SGA) [2], the
proposed method is better than the performancé&dt S
method. Moreover, the encoding speed of the prapose
method is about 174 times faster than that of the f
search method, while the penalty of 0.9 dB decays f
retrieved image quality.

2. FRACTAL IMAGE COMPRESSION

In local self-similarity property in a nature imagé he
fundamental idea is coming from the Partitioned
Iterated Function System (PIFS). Suppose the aigin
gray level imagé is of sizem x m. Let the range pod®

be defined as the set of all non-overlapping blogks
sizen x n of the imagef, which makes upnf/n) 2
blocks. For obeying the Contractive Mapping Fixed-
Point the domain block must exceed the range biock
length. Let the domain po® be defined as the set of
all possible blocks of sizen2< 2n of the imagd, which
makes uprf — 2n + 1) blocks. For m is 256 amlis 8,

the range pooR is composed of (256/8) x (256/8) =
1024 blocks of size 8 x 8 and the domain pDols
composed of (256 — 16 + 1) x (256 — 16 + 1) = 58081
blocks of size 16 x 16. For each range ble¢kom the

R, in the fractal affine transformation is constadty
searching all of the domain blocks in tBeto find the
most similar one and the parameters representiag th
fractal affine transformation will form the fractal
compression code far

To execute the similarity measure between rangekblo
and domain block, In the size of the domain bloalstm
be first sub-sampled to 8 x 8 such that its sizéhés
same as the range blogkLet u denote a sub-sampled
domain block. The similarity of two image blocksand

v of sizen x n is measured by mean square error (MSE)
define

[N

n-

LSS w6 iy -va, )2

1
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MSE(u,v) =
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The fractal transformation allows the eight Dihddra
transformations in Table IT,: k = 0O, ..., 7, of the
domain blocks. If the coordinate origin is assunied
locate at the center of the block, the transforometil;
and T, correspond to flip the block along horizontal
and vertical line, respectivelyi is the flip along both
horizontal and vertical linesl,, Ts, T and T; are the
transformations offy, Ty, T, and T; performed by an
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additional flip along the main

respectively.

diagonal line,

The fractal coder also allows the adjustment of the
contrast scalingp and the brightness offset on the
block u. Thus the similarity is to minimize the quantity
e=||lp u+q-V||, whereuy, =Ty(u), 0< k<7, are the 8
orientations ofu. By direct computatiorp andqg can be
computed by

U U DD
N U U~ U 1)

P

AT (T
q_ L2

where 12 is the number of pixels in the block of the
range pool 8 x 8 vector with all entries being rid ¢he
Euclidean inner product of two vectors. Finallyge th
position (, j) of the domain block (after sub-sampled, it
is denoted by u), the contrast scalimgthe brightness
offsetq, and the orientatiok constitute the fractal code
of the given range block. For each range block it
will make up a fractal code @fj, k, p andg.

Table 1.The 8 transformationsin the Dihedral group

To Ty T2 Ts
10 1 0 -1 0 -1 0
01 0 - 0 1 0 -

T, Ts Te T,

io Lo o) [4]

In the decoding process, In first make up the 1024
affine transformations from the compression cotlés.
choose one arbitrary image as the initial imagetaad
perform the 1024 affine transformations on the ety
obtain a new one. The transformation is proceeded
recursively.

According to Contractive Mapping Fixed-Point

sequence of image will converge. The stopping réite

of the recursion is designed according to user’s
application and the converged image is the retdeve
image of fractal coding.

3. FAST FRACTAL IMAGE ENCODING

3.1. Particle Swarm Optimization (PSO)
A population-based algorithm is PSO for searching
global optimum. To simulate a simplified social
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behavior is the way of original idea of PSO[9]. 8§m

to the crossover operation of the GA, in PSO the
particles are adjusted toward the best individual
experience (PBEST) and the best social or global
experience (GBEST). However, PSO is unlike a GA,
why because in that each potential solution, paric
“flying” through hyperspace with a velocity, the
particles and the swarm have memory for process; in
the population of the GA memory does not exist.

Let x,q4(t) andv;,q(t) denote thel" dimensional value of
the vector of position and velocity @f particle in the
swarm, respectively, at time The PSO model can be
expressed as

Y40 Mg DGR K XD CBK X, -D)
X 40 =% 4-Dv,0,

Where i (PBEST) denotes the best position j8f

#
particle up to timet-1 and X4 (GBEST) denotes the
best position of the whole swarm up to titak, ¢, and

Fig 1.(a) Orignal image of Lena

Y ' ff

Fig 1. (d) PSO

3.2. Dihedral Transformation

To each range block, we must calculate the sinylari
measure with all eight transformed blocks of domain
block according to the Dihedral transformationslifthe
best match. The relations Bf, andFy; after applying
Dihedral transformations, It is clear that all ie@re +
F1o or £ Fgy. This fact can be utilized to further reduce
the encoding time. For example, the transformafipn
is to flip the block along the horizontal line. agbns
between the coefficients of tig transformed block to
the original blockf can be easily calculated as it

Fig 1. (e) SGA
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@» are random numbers, amg and c, represent the
individuality and sociality coefficients, respedly.

The steps involved here is the population sizeirg f
determined, and the velocity and position of each
particle are initialized. Each particle moves adauy to
fithess is then calculated. Meanwhile, the besttions

of each swarm and particles are recorded. Finadlifthe
stopping criterion is satisfied, the best positmnthe
swarm is the final solution. The block diagram &dP

is displayed in and the main steps are given &ewst

Set the swarm size. Initialize the velocity and
the position of each particle randomly.

* For eachj, evaluate the fitness value gfand

update the individual best positio)ﬁ'd if better
fitness is found.

e Find the new best position of the whole swarm.
Update the swarm best positiohikthe fitness
of the new best position is better than that of the
previous swarm.

If the stopping criterion is satisfied, then stop.

.

Fig 1. (f) Proposed method

separate the unit circle in the first quadrant itwm
regionsQ; andQ, according to the lin@ = 45°. For a
given range block, we pick a domain bloci. If u and

v are located in the same region, $ay then we need
only four Dihedral transformationsT,: k = 0~3
performed on u because the transformating = 4~7
will move u another region i.eQ,. The 4 transforms
Ty k= 0~3 orTy: k = 4~7 have the same edge directions
since their K¢ and o] are the same. Therefore, there
are only four MSE computations required. On theepth
hand, ifu andv are located in the different region, then
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we need only four Dihedral transformations, ilg:,k =
4~7. From the argument above, the amount of MSE
computations will be reduced two times.

4. PROPOSED METHOD

In the proposed fast fractal encoding using PS@yae
the encoding time by reducing the searching time to
find a best match domain block for the given range
block from all domain blocks.

1 Set the swarm size must be proportional to (N-
2L+1)%(maximum no. of iterations for PSO) and
initialize the each particle velocity and the piosit
randomly

2 The fithess value includes finding , MSE between
domain block specified by the particles positiord an
given range block

3 Update swarm best position if the fithess of ribev
best position is better than that of the previouara.

4 If swarm best position is not changed for some
percentage of maximum iteration for PSO, then stop

5 The best position of the particles is updated

5. EXPERIMENTAL RESULTS

The results have been compared to the full sealCh F
mentioned in the previous sections in terms of dimgp
time and PSNR of fast fractal encoding using PSO.

The distortion or error between the original iméged

the decoded image g caused by lossy compression
process is measured in peak signal to noise ratio
(PSNR) defined by

2

PSNR=10log,, __ 255
MSE(f,g)

where MSE is defined (1) in The tested image onalLen
in which each is a gray scale image of size 256& 2
selected from the CVG-UGR image database[10] The
related PSO parameters swarm size, number of cduste
and inertial weight, are set as 40, 4 and 0.9,
respectively. The velocity in is limited in and the
maximal number of iterations is set as 30.

Table 2. Simulation resultsfor PSNR and

comparison.
Image Lena
Full search 26. 910
Wavelet 26. 812
Classification

PSO 25. 643

SGA 25. 338
Proposed Method 9. 2150
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Table 3. Simulation resultsfor CPU time(s) and

comparison.
Image Lena
Full search 1433. 260
Wavelet 482. 945
Classification

PSO 41. 267
SGA 14. 600
Proposed Method 8. 520

Table 4. Simulation resultsfor M SE Computation
and comparison.

Image Lena
Full search 475,799,542
Wavelet 158,664,308
Classification
PSO 10,166,262
SGA 2,835,477
Proposed Method 2,114,244

see Figure . 1 (a) show the original image for deup
see Figures. 1(b)- (c) (d) (e) (f) show retrievethges

of Full Search, Wavelet Classification, PSO,SGA an
proposed methods have PSNR 26.910 dB, 26.812 dB
25.643 dB, 25.338 dB, 9.2150 dB respectively.
executing times, The results of the proposed ntetho
listed in the tabular column. Compared to the Full
search method, the speedup ratio is about threestim
faster. The detailed results of PSNR, executingetim
and the amount of MSE computations and CPU time of
the image listed in Tables (2-3-4) respectively.eTh
retrieved image qualities are very close. The Cig t

of the proposed method is 8.520 seconds, whiches t
least. The speedup ratio with respect to the fdirch
method shown in that is low. Under the condition of
similar quality of decoded images, the encodingetih
the proposed method reduces about 1.78 times vidich
better than that of the SGA method. As an complexit
analysis, the amount of MSE computations in of the
proposed method for lena image is 2,114,244 wtsch i
225 times of the amount of the full search method,
which is shown in the last column. As demonstrated,
the proposed method has better performance thabtha
other methods.

6. CONCLUSION

In this paper, particle swarm optimization methad i
adopted with classification and Dihedral transfaiora

in order to speedup the fractal image encoder. ddygu
particle swarm optimization (PSO) based proposed
method for fractal coding can reduce CPU time, PSNR
and MSE Values and produces better compressiam rati
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at acceptable quality, when comparing with exisfirg
search, wavelet classification and SGA methods.
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