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Abstract— Across the world there are more than millions of 

visually impaired and blind persons. Many techniques are used 

in assisting them such as smart devices, human guides and Braille 

literature for reading and writing purpose. Technologies like 

image processing, computer vision are used in developing these 

assisting devices. The main aspire of this paper is to detecting the 

face and the emotion of the person detected as well as identifying 

the object around the visually impaired person and alerting them 

through audio output. 
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I.  INTRODUCTION  
According to survey in the current world, more than 10 

millions of entire populations are visually challenged. Many 
efforts are carried out in order to help and guide visually 
impaired and blind persons to lead their normal daily life. 

Language plays an important role in every one’s life for 
communicating with each other but visually impaired and 
blind persons communicate through a special language know 
as Braille most of the schools came up in providing knowledge 
about Braille which makes visually challenged to read and 
write without others help. Other better way of communication 
is audible sound through which visually challenged can 
understand the things that are happening around them. 

Many assisting techniques such as assisting devices and 
applications are developed using the trending technologies 
such as image processing, Raspberry Pi, Computer Graphics 
and vision for guiding and providing assistance to visually 
impaired and blind in leading day to day life. 

The important aspect of this paper is identifying the person in 
front of the visually challenged along with their facial 
emotions and also identifying the object that is around the 
blind or visually impaired persons and alerting them with the 
audible sound. 

II. EXISITING SYSTEM 
 There exits various system in order to assist the visually 
challenged such as 

1. Braille literature: It is used to educate the visually 
challenged to read and write without third persons 
help. 

2. The wearable devices: Raspberry pi along with 
computer vision technology the content around the 
blind is noticed and informed through local language. 

3. Smart specs: It detects the printed text and produces 
the sound output through TTS method. 

4. Navigation System: An IoT based system is designed 
using Raspberry Pi and ultrasonic sensor in the waist 
belt which identifies the object and obstacles and 
produces the audio signals. 

III. PROBLEM DESCRIPTION 

 

Figure 1: problem description 

Objectives: 

 The Objectives of the proposed system are: 

1. Studying existing systems. 

2. Working with image acquisition system. 

3. Face and emotion recognition. 

4. Object identification. 

5. Classifying object using CNN 

6. Finding the position of an object in the input frame. 

7. Providing the sound alert about the position of the 

object identified. 

 

The processing frame work includes blocks such as 

➢ A block responsible for basic preprocessing steps as 

required by the module objectives. 
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➢ A block for identifying face, emotion and object. 

➢ A block for providing voice output. 

 

The steps involved in the process are as follows. 

Step 1: The dataset is collected from the different sources. 

Step 2: The collected datasets are divided into two parts that 

is 75% training and 25%     testing. 

Step 3: The data is pre-processed for all the captured images. 

Step 4: The model is built using CNN. 

Step 5: Once the Testing and Training is done the output is 

produced as an audio alert. 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 
Figure 2: system architecture 

 

 

IV IMPLEMENTATION 

The modules used in designing the deep neural 

network model are  

1. Dataset collection 

2. Dataset Splitting 

3. Network Training 

4. Evaluation 

 

Dataset Collection: 

       It is the basic stage in the construction of deep neural 

network the images along with the labels are used these labels 

are given based on known and unknown image categories 

The number of image should be same for both the categories 

Dataset splitting: 

       The dataset that is collected and divided into training set 

and testing set. The training set is used to study hoe the 

different categories of images looks like by using the input 

images. After training the performance is evaluated by testing 

the set. 

Network Training: 

        The main idea of training network is to understand the 

recognition of labeled data categories. When there is mistake 

in the model it is corrected by itself. 

Evaluation: 

        The model has to be evaluated. The predictions of the 

model are tabulated and compared with the ground label of the 

different categories and forms the report. 

  

 
  

 

 

 

 

 

 

 

 

 

 

    

 

 

 

Figure 3: Face and Emotion Detection 

Step for execution: 

 

Step1: creation of the face recognizer and obtaining the images 

of the faces that has to be recognized. 

 

Step2: The face that is collected has to be converted to the 

numerical data. 
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 Step3: The python script is written with the use of various 

libraries such as Opencv, NumPy etc. 

 

Step4: At last the Face and emotion of the person is 

recognized. 
 

Object Identification: 
 

Step1: Download the various models such as yolov3.weights, 
yolov3.cfg, coco.names. 

Step2: The parameters such as nmsThreshold, inpWidth, 
inpHeight are initialized. The bounding box is predicted and 
provided with confidence score. 

Step3: The different models and classes are loaded. The cpu is 
set as target and DNN backend as Opencv. 

Step4: In this stage the image is read, the frames are saved and 
the output bounding boxes are detected. 

Step5: The frames are processed and sent to blobFromImage 
function which converts it to neural network. 

Step6: getUnconnectedOutLayers() function is used to obtain 
the names of the output layers of the network. 

Step7: The network is preprocessed and bounding boxes are 
represented as a vecter of 5 elements. 

Step8: The filtered boxes from the non maximum suspension 
are drawn on the input frame. The object is identified and 
produced as an output through pyttsx. 

V RESULTS 
The window consisting of various buttons as shown in fig 

pops up when the python script is executed. This provides the 
buttons for capturing the face, training the captured face and 
recognizing the face and emotion and object detection. 

 

Figure 4: window with various buttons. 

 

Once the face is captured it as for the user name and trains the 
face data as show in the below figure. 

 

Figure 5: Training the face data  

 

The following figures show the recognition of face and 

different emotions. 

 

 
Figure 6: Face recognized with happy emotion 

 

  
 

Figure 7: Face recognized with Sad emotion 
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Object identified with the position of the object as shown in 

the below figure. And using the quit button we can exit from 

the window. 

 

 
 

Figure 8: Identified object with its position 

VI CONCLUSION 

        In this paper we have designed a system using deep neural 

network techniques where at first using the face recognizer the 

image is captured and is divided training and testing set based 

on the known and unknown label categories. The face is 

trained and the face and emotion of the person is recognized. 

The object is detected using the yolo( you only look once) 

technology where the object is captured and the bounding box 

is predicted with different confidence score and the output is 

provided to the user about the object identified and its position 

through audio format. With this the visually impaired and blind 

persons can easily come across the face emotion of the person 

in front of them and the position of the objects around them. 
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