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Abstract— In an inaccessible area, sensor laden mobile 

robots can be used for observation and for collecting 

information. Repositioning these sensors after an initial random 

deployment can be done using average distance based self-

relocation method which produces a good final coverage. This 

coverage can further be improved by containing the sensors 

within the boundary using Augmented Lagrange method.  
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I.  INTRODUCTION  

 

Sensor network is a popular field and a lot of research has 

been done on various aspects of this field like deployment 

schemes, communication among sensors, energy constraints 

etc. the wireless sensor area can be classified as accessible and 

inaccessible. In an accessible area, the sensors can be kept at 

fixed positions in any for like square, rhombus, hexagonal etc. 

in order to cover the field with their sensing range. For an 

inaccessible area, sensor deployment becomes a problem. 

Examples of inaccessible areas can be enemy area, areas 

hampered by natural calamity, areas having extreme climatic 

conditions etc.  for extracting information in these areas, aerial 

deployment of sensors are done. Sensors position randomly in 

the required field and hence require redeployment.     

A lot of redeployment algorithms have been introduced in 

the past. [1], [2] and [3] have discussed these various contexts. 

Work in [4] has proposed coarse grained and fine grained 

localization techniques for spatial and adaptive beacon 

placement. 

In the area of military applications [5] discussed various 

methods that could help in planning sensor placement. In this 

paper a sensor model has been described which can detect 

indefinable targets in the battlefield. The drawback of this 

approach was that it required a lot of former knowledge of the 

area in which the sensors are to be deployed. This is 

practically not possible in case of battlefield where field 

terrain and conditions are unpredictable. Hence, this 

distributed sensor network format cannot be used in the field 

whose prior knowledge is unknown. 

For multi robot exploration, sensor deployment was 

discussed [6].  A framework was introduced in which the 

robots are considered to be sensors. The robots are deployed 

one by one in a particular fashion. This method of sensor 

placement had a drawback that a lot of computation was 

required in it. If the number of robots alias sensors are to be 

increased then the computation becomes even more complex. 

In this potential field method, a virtual field is created by all 

the sensors as well as the obstacles. Each sensor will exert a 

force on the other sensors and hence each sensor will be 

impacted upon by a force which a composition force from all 

the other sensors in the potential field. The forces can be 

calculated from the following formulae: 

𝐹𝑛 = −𝑘𝑛 ∑
1

𝑟𝑖
2𝑖 .

𝑟𝑖⃑⃑⃑  

𝑟𝑖
     (1) 

 

𝐹𝑜 = −𝑘𝑜 ∑
1

𝑟𝑖
2𝑖 .

𝑟𝑖⃑⃑⃑  

𝑟𝑖
     (2) 

Here, 𝐹𝑛  and 𝐹𝑜 are the notations for the forces exerted by 

other sensors and the obstacles in the area. 𝑟𝑖⃑⃑  denotes the 

directional vector which is pointing towards the sensors or the 

obstacles in the area with 𝑟𝑖 its magnitude. The negative sign 

before both the equation signify that they are repulsive forces. 

All the sensors in the area are assigned a particular weight so 

that they move in the specified area which depends on the 

amount of force applied to them. Through this work, sensors 

make a uniform distribution in their field after random 

deployment and hence the coverage is increased.  Virtual 

frictional effects are also applied so that the algorithm can 

converge faster. It has been proved that equilibrium state can 

be achieved in a sensing field with boundaries. As a result, the 

sensors in the sensing field will rearrange themselves into a 

more uniform distribution after being randomly deployed, and 

also, the network’s coverage can be significantly increased. 

 In [7] the problem of coverage evaluation once the 

sensors are deployed has been discussed. This work considers 

the sensors to be mobile and hence the coverage of sensors 

keep changing. A polynomial time algorithm has been 

introduced in this work taking the best and worst cases into 

consideration. 

In the area of surveillance, sensor deployment in the form 

of radar and sonar has also been worked upon. In work done 

by [8], various challenges have been discussed that come in 

the path of radar and sonar coverage. A method has been 

introduced in this work for proper tailing with limited number 

of radars, based on cross section and coverage of each radar. 

Integer linear programming has been used to solve the 

sensor placement problem in two and three dimensional grids 

in work done by [9], [10]. There are mainly two drawbacks in 

this method. First is the computational complexity. Secondly, 

perfect sensor detection is required i.e. yes/no is required as 

the outcome of each detection by the sensors. However, a 

probabilistic model should be used for sensor detection for 

appropriate results. 

  A probabilistic optimization framework for minimizing 

the number of sensors for a two-dimensional grid has been 
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proposed recently by [11]. This algorithm attempts to 

maximize the average coverage of the grid points. Finally, 

there exists a close resemblance between the sensor placement 

problem and the art gallery problem (AGP) addressed by the 

art gallery theorem by [12]. 

Various other works has been done on sensor deployment 

which aims at improving the performance of sensor network 

in pretext of communication cost or energy consumption etc. 

 Work done in [13], introduced a virtual force algorithm. 

The major difference between [6] and [13] is that [13] has 

both repulsive and attractive forces between sensors, whereas 

[6] only has the repulsive force. The force depends on the 

distance between sensors and their relative position.  

Different force models have been derived, including the 

impact of hotspots and obstacles model by Li et al.,[14]. A 

ranking system has also been applied to the force model, so 

that the algorithm can be used for varying application 

requirements. 

In [15] improved virtual force algorithm was discussed by 

applying a back-off delay time in the virtual force algorithm. 

The back-off delay time is used such that the sensors relocate 

themselves one-at-a-time in each round of movement. Thus, 

each sensor will have the most updated position information 

of the other sensors, including the movement of previous 

sensors within the current round. In this way, the sensors can 

move less than if they use the aged location information. 

It should be pointed out that the virtual force related 

algorithms described above require that each sensor knows the 

exact or relative positions of all other sensors in the network. 

In other words, location information for sensors is required, 

and must somehow be communicated throughout the network. 

Other deployment algorithms for randomly distributed 

mobile sensor networks were proposed by [16], [17], and [18]. 

These algorithms require that each sensor knows only the 

relative locations of sensors that are in its communication 

range, or its neighborhood. 

Specifically, [16], used Voronoi diagrams to detect areas 

that are not covered, or the sensing holes, and determined the 

way the sensors should move to cover those areas. Three 

different optimization algorithms have been developed: vector 

based optimization (VEC), Voronoi diagram based 

optimization (VOR), and Minimax optimization. The VOR 

and Minimax have similar performances that are better than 

the VEC when sensor nodes have low density.  These 

algorithms also used a virtual movement method. With this 

method, each sensor calculates the future movements of all 

neighboring sensors and tracks these virtual movements to 

predict their future locations using the virtual locations. This 

prediction technique is repeated several times, and then the 

sensor moves only once. By using the virtual movement 

method, the total distance of sensor relocation is greatly 

decreased, along with the energy consumed. 

Furthermore, [17], used a fluid model for sensor 

relocation. In this algorithm, the author compared the mobile 

sensor network to a fluid model. The sensors are treated as 

fluid elements in a continuous medium, which represents the 

unknown sensing field. This algorithm can optimize the 

sensing coverage. 

In [18], a density control coverage optimization algorithm 

was discussed. Each sensor divided its surrounding area into 

eight, hexagonal subareas, according to the relative direction. 

Then, the sensor density of each subarea was calculated, 

according to the number of sensors and the area of obstacles in 

that subarea. Then, the sensors moved toward the subarea that 

has the least density. 

The deployment algorithms above are not designed to 

converge fast. However, the convergence speed is an 

important factor in real time applications. 

II. ASSUMPTIONS AND MODELS 

A. Assumptions 

For simplicity and for structuring the model, a few 

assumptions are taken as stated below: 

1. All the sensors are movable and are capable of 

moving to positions they are instructed to. 

2. All the sensors have a circular sensing area and 

communication area. The sensing radii is 𝑅𝑠 and the 

communication radii is 𝑅𝑐. Also, 𝑅𝑐 > 𝑅𝑠, which 

helps in providing better connectivity in the wireless 

sensor network. 

3. All the sensors are geo- location capable. 

4. The sensor has pre- knowledge installation about the 

sensing field boundary. 

B. Sensing Models 

Different sensing models have been discussed in [13]. The 

two basic models are the binary sensing model and probability 

sensing model: 

𝑝𝑠𝑝 = {

1            ‖𝐿𝑇 − 𝐿𝑠‖ ≤ 𝑅𝑠

𝑒−𝜆𝑎𝛽
𝑅𝑠 < ‖𝐿𝑇 − 𝐿𝑆‖ ≤ 𝑅𝑠 + 𝑅𝐸

0            𝑅𝑆 + 𝑅𝐸 < ‖𝐿𝑇 − 𝐿𝑆‖

  (3) 

For a binary model 𝑅𝐸 = 0 and for a probability model, 

𝑅𝐸 > 0. 𝐿𝑇  and  𝐿𝑠 are the locations of target and sensor 

respectively. ‖𝐿𝑇 − 𝐿𝑆‖ is the distance between target and 

sensor. a = ‖𝐿𝑇 − 𝐿𝑆‖ − 𝑅𝑠, 𝜆 and 𝛽 are the constants that 

are related to hardware properties of sensors.  

 The joint detection probability of sensors can be 

calculated from the following equation: 

𝑃𝑐𝑜𝑣𝑒𝑟 = 1 − ∏ (1 − 𝑃𝑠)
𝑠=𝑁
𝑠=1     (4) 

In the above equation, 𝑃𝑠 can be calculated from Eq (3). 

C. Ideal Coverage model 

The problem of seamless coverage in sensor networks was 

analyzed by [19]. Optimal deployment of sensors is achieved 

when all sensors have the same equal sensing radius. The 

optimal layout is shown Fig.1. This is an ideal coverage model 

for the binary sensing model. This can be used for the 

deterministic deployment of sensors when the boundary of 

sensing field has are gular shape and there are no obstacles in 

the sensing field. 

 Fig.1 shows that in the ideal coverage model, sensors 

are deployed regularly with same distance between them. The 

distance between sensors 𝑑𝑡ℎ can be calculated by the sensing 

radius: 

𝑑𝑡ℎ = √3. 𝑅      (5) 
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III. ALGORITHM DESCRIPTION 

 

The algorithm comprises of a continuous moving process 

of all the sensors periodically. Each period of the algorithm is 

called a round. The average distance algorithm is modified by 

augmented Lagrange method. The algorithm steps can be 

described in a form of a flowchart given in figure 2. 

The algorithm consists of two different parts. The first part 

is the average distance self- relocation process for the sensors 

that are at random position initially. They are assigned a 

proper position after the program is executed. The second part 

is optimization using augmented Lagrange method. In this the 

sensors are stopped from crossing the boundary while 

relocating themselves. 

A. Average distance based self -relocation process 

In this process, virtual nodes are considered outside the 

boundary, so that the sensors do not overlap the boundary and 

decrease the overall coverage. This has been discussed in [20] 

and [21]. In this algorithm, the concept of virtual nodes is 

omitted as augmented Lagrange is applied to the deserving 

sensors.  

The steps of average distance algorithm are described 

below: 

Step 1: Pre-knowledge installation 

 Load sensing range, sensing area and sensors 

number to sensors memory. 

 Load desired round number, set the current round 

to be round 1. 

 Calculate dth, r. 

Step 2: Round Initialization 

 Calculate the average distance d between sensors 

 Compare the distance condition with the criteria 

condition and make a moving decision  

 Calculated travel if needed  

 Broad cast moving decision  

 Receive moving decision from other sensors  

 Record the number of neighboring sensors that 

need to move 

Step 3: Self-relocation 

 If no other sensor nodes declared moving direction 

choosing process, set random time T (conflict 

avoidance) 

o Broadcast “Self-relocation ON” 

o Choose random direction and move short 

distance 

o Broad cast message “Reference node” 

o Receive “hello” message respond to message 

“Reference node” 

o Re-calculate average distance d 

o Decide moving direction according to the 

criteria objective 

o Move to destination position and send 

message “Self-relocation OFF”. 

 If a “Self-relocation ON” is received, a sensor will 

not start the timer T. It will wait until a message 

“Self-relocation OFF” is received.  

 When all sensors finish relocating, this round of the 

algorithm is finished. 

o If the round number is equal to maximum 

allowed round number, go tostep4. 

o Otherwise, go to step2 and start a new 

relocation round. 

Step 4: All sensors stop. 

 

 

B. Coverage Optimization using Augmented Lagrange 

method 

The augmented Lagrange method is followed when 

sensors go out of the boundary while relocating themselves. 

The augmented Lagrange process helps these sensors to get 

back into the boundary. The steps algorithm steps for 

augmented Lagrange are given below: 

 The [X] co-ordinates of all the sensors in the 

sensing field are obtained after the execution of 

first iteration of average distance based relocation 

algorithm. 

 The boundary constraint violations are checked i.e. 

it is checked if any sensor is lying on the boundary 

or beyond the boundary. The constraints are 

checked n times which is equal to the number of 

sensors in the field. 

Fig.2: Flowchart for augmented Lagrange process 

Fig.1: Ideal coverage model 
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 If any constraint is violated, let us say for nth 

sensor, [g1]i ≮ 0, which means that constraintg1is 

violated by ith sensor and the sensor is moving 

beyond the boundary of sensing field. Hence, the 

distance Di is calculated between g1 and [X, Y]i.  X 

and Y are the co-ordinated of ith sensor lying 

outside the boundary. 

 To compensate for distance and to bring the sensor 

back inside the field, negative of distance Di is 

added in g1 and the new co-ordinates of ith sensor 

are calculated. 

 Now, all the co-ordinates serve as initial solution 

for average distance based algorithm which is run 

again. 

 The threshold distances are again checked in the 

self -relocation algorithm. 

IV. SIMULATION AND RESULT ANALYSIS 

 

In simulation process of average distance algorithm, a 60 

m by 60 m square sensing field is used. The minimum 

distance between grid points is 1 m. A total of 20 sensors are 

considered in the sensing field. The sensing range of sensors is 

usually between 18 – 25 m. Therefore, we set the maximum 

sensing range for our algorithm to be 25 m. The 

communication range is set to be 55 m, i.e., two times larger 

than the sensing range in order to guarantee network 

connectivity. 

In the first one the sensors are deployed randomly such 

that they accumulate at the same place. The coverage initially 

is 49%. In the second condition, the sensors are deployed or 

scattered in the whole sensing area with initial coverage of 

61%. In the third condition, sensors are divided into 2 groups 

which are separately placed in the sensing field having initial 

coverage 50%. All the cases in the optimization algorithm 

converge to almost 96% coverage. Thus, the coverage 

increases by 2% as compared to average distance based 

deployment [20]. 

 

V. CONCLUSION 

 

The average distance based self-relocation algorithm is 

made better taking the factors coverage and energy 

consumption into account. It is realized that the coverage of 

average distance algorithm improves by using augmented 

Lagrange approach. 

 This work focuses on algorithms tested in the 

software simulations. These simulations can be expanded to 

experimental works with deployment of real mobile wireless 

sensor networks. Programmable mobile sensor kits can be 

used and relocation algorithms can be tested in indoor as well 

as outdoor locations. Different hardware modules can be 

added or removed from sensor nodes for specific applications. 

An attempt can be made to redeploy sensors without GPS. 
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