
Enhanced Bidirectional Encoder Based Classifier 

Trained Detect Network Intrusion in Big Data 

Security 
 

Sreeja. S. Nair  
 Dept of Computer Science 

 M Tech Student, APJ Abdul 

Kalam Technological University, 

Kerala, India 

g

Dr. Smita C Thomas 
Dept of Computer Science 

Professor, Mount Zion College of 

Engineering, Kadammanitta, Kerala, 

India

Ajeesh S 

Dept of Computer Science 

Assistant Professor, Mount Zion 

College of Engineering, 

Kadammanitta, Kerala, India

Abstract—With the complexity of network architecture, data 

Security and the rapid growth of the connection requirements of 

Internet-connected devices, the traditional architecture eg: 

complex control, complex software, high line costs, and difficult 

expansion cannot dynamically handle modern network security 

in Big Data architecture. Based on the data findings, we collect 

the perspective of imbalance and high dimensionality of datasets 

in the area of intrusion detection and propose an oversampling 

method based on Generative Adversarial Networks (GAN) and 

feature classification methods. This project proposes a deep 

learning technology based on a transformer attack-detection 

model. We grouping the CNN machine learning method and the 

bidirectional encoder transformer to apply attack detection, The 

model proposed herein shows better performance in terms of 

accuracy, recall, F1 score, and AUC indicators. In this project, 

we build a classifier and train it with adversarial examples for 

network data, we can use adversarial attacks and successfully 

break the system. We propose a Bidirectional Encoder based 

Generative Adversarial Network (GAN) based algorithm to 

generate data to train an efficient neural network based 

classifier, and we subsequently break the system using 

adversarial attacks. Also these approaches extract different 

features from data messages and adopt machine learning 

algorithms to analyse and classify the data. The input 

representation for the transformer encoder is the sum of data 

key embedding vectors and position embedding vectors of data 

sequences. The output of the transformer encoder is then fed to 

a fully connected neural network layer and a softmax layer to 

generate a probability distribution for each data key in the data 

key set as the prediction of a trained data key. 
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I. INTRODUCTION  

This In this project, we show that adversarial attacks can 

be used to defeat machine learning based intrusion detection 

systems. Specifically, we describe how a classifier yielding 

very good performance in detecting a network intrusion alert, 

fails to do so when faced with adversarial attacks. We focus 

on a dataset of a network intrusion alert system. The dataset 

has features related to a cyber-event. The first stage of our 

experiment involves building a robust neural network 

classifier with the help of GANs. GANs involve two neural 

networks competing against each other, where one, the 

generator, is trying to fool the other, the discriminator, with 

generated adversarial examples. The discriminator, in turn, 

aims to not get fooled by the generated adversarial examples. 

We use GANs to generate adversarial examples during the 

training phase, hoping to make the classifier aware of those 

adversarial examples. GANs also help us in terms of dealing 

with the class imbalance problem,which is very common for 

training a dataset of network intrusion alerts, thereby 

increasing classification scores for both the classes. In the 

second part of our experiment we describe how we can use 

‘Fast Gradient SignMethod’ to perform adversarial attacks on 

a classifier with high accuracy. This helps in masquerading 

the cyberevent samples by perturbing the data slightly, so that 

to the neural network based classifier it seems that the event is 

a ‘non-attack’ sample, when in reality it is an ‘attack’ sample. 

The key contributions of our research are that this paper states 

that using GANs we can create classifiers which yield very 

high scores when used to detect network intrusion. To 

maintain networks as safe and secure, the Intrusion Detection 

System (IDS) have become very critical. Intrusion Detection 

Systems (IDS) are designed to protect the network by 

identifying anomaly behaviors or improper uses. Intrusion 

Detection systems provide more meticulous security 

functionality than access control barriers by detecting 

attempted and successful attacks at the end-point or within the 

network. Intrusion prevention systems are the next logical step 

to this approach as they can take real-time action against 

breaches. To have an accurate IDS, detailed visibility is 

required into the network traffic. The intrusion detection 

system should be able to detect inside the network threats as 

well as access control breaches. IDS has been around for a 

very long time now. These traditional IDS were rules and 

signature-based. Though they were able to reduce false 

positives they were not able to detect new attacks. In today’s 

world due to the growth of connectivity, attacks have 

increased at an exponential rate and it has become essential to 

use a data-driven approach to tackle these issues. In this paper, 

the KDD data set was used to train the unsupervised machine 

learning algorithm called Isolation Forest. The data set is 

highly 12 imbalanced and contains various attacks such as 

DOS, Probe, U2R, R2L. Since this data set suffers from a 

redundancy of values and class imbalance, the data 

preprocessing will be performed first and also used 

unsupervised learning. For this network traffic based anomaly 

detection model isolation forest was used to detect outliers and 

probable attacks the results were evaluated using the anomaly 

score 
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II. EASE OF USE 

A. Knowledge Discovery 

 (KDD), is the process of uncovering patterns and other 

valuable information from large data sets. Given the evolution 

of data warehousing technology and the growth of big data, 

adoption of data mining techniques has rapidly accelerated 

over the last couple of decades, assisting companies by 

transforming their raw data into useful knowledge. However, 

despite the fact that that technology continuously evolves to 

handle data at a large-scale, leaders still face challenges with 

scalability and automation. range of techniques, we can use 

this information to increase revenues, cut costs, improve 

customer relationships, and reduce risks.  

B.  Big Data Platform 

BIG DATA Big data is data that contains greater variety, 

arriving in increasing volumes and with more velocity. 

Simply, big data is larger, more complex data sets, especially 

from new data sources. These data sets are so voluminous that 

traditional data processing software just can't manage them. 

Big data is a field that treats ways to analyze, systematically 

extract data (information) from, or otherwise deal with data 

sets that are too large or complex to be dealt with by 

traditional data-processing application software. Prepare Your 

Paper Before Styling 

C. Abbreviations and Acronyms 

 

GAN Generative Adversarial Network  

IDS Intrusion Detection System  

IAAS Infrastructure as a Service  

SWFMS Scientific Workflows Management Systems  

D. Equations 

         The objective of this work is to classify a given dataset 

as either legitimate or malicious and classification problem is 

binary. Let’s consider a set of dataset U = {(u1, y1),(u2, y2), 

· · ·(un, yn)} where u represents data set and y represents ’0’ 

for legitimate and ’1’ for malicious. There are two steps 

involved in classification procedure, one is appropriate 

feature representation and second one is prediction function. 

Feature representation forms n dimensional vector 

representation xn which can be passed into prediction 

function as input yn = sign(f(xn)). The main aim is to 

minimize the total number of misclassification in 

classification procedure. This can be achieved by minimizing 

the loss function. This type of loss function can also include 

regularization term. In this work f is represented as deep 

learning architectures. 

 

 

E. Proposed Method 

The word “ In this Proposed system, the data set contains 38 

attacks which are combined into 4 basic attacks classes to 

provide a more clear and conspicuous visualization of results. 

NSL-KDD is a cleaned-up version of KDD but the most same 

number of features and attack types, which is an 

improvement to a classic network intrusion detection dataset 

used widely by security data science professionals. Based on 

the data findings, we collect the perspective of imbalance and 

high dimensionality of datasets in the area of intrusion 

detection and propose an oversampling method based on 

Generative Adversarial Networks (GAN) and feature 

classification methods. This project proposes a deep learning 

technology based on a transformer attack-detection model. 

We grouping the CNN machine learning method and the 

bidirectional encoder transformer to apply attack detection, 

The model proposed herein shows better performance in 

terms of accuracy, recall, F1 score, and AUC indicators. In 

this project, we build a classifier and train it with adversarial 

examples for network data, we can use adversarial attacks 

and successfully break the system. We propose a 

Bidirectional Encoder based Generative Adversarial Network 

(GAN) based algorithm to generate data to train an efficient 

neural network based classifier, and we subsequently break 

the system using adversarial attacks. Also these approaches 

extract different features from data messages and adopt 

machine learning algorithms to analyse and classify the data. 

The input representation for the transformer encoder is the 

sum of data key embedding vectors and position embedding 

vectors of data sequences. The output of the transformer 

encoder is then fed to a fully connected neural network layer 

and a soft max layer to generate a probability distribution for 

each data key in the data key set as the prediction of a trained 

data key.  

These attacks belong to four general categories: DOS, r2I, 

u2R, and probe attack. Given the descriptions of these 

attacks, one can observe that DOS attacks are different from 

other attacks. The primary objectives targeted include: 

(1) Design a feature extraction and representation 

method with Principal Component Analysis (PCA) 

to reduce the feature dimension for lower memory 

consumption and computation.  
(2) Design an improved Isolation Forest algorithm for 

lower time cost, which will meet the requirements of 

having a self-adaption detector radius to speed up 

the detector generation and having a real time 

response for reducing the detecting time costs.  
(3) Design an multi-levels real time detection model for 

lower computing consumption, in which the detector 

generation and optimization processes are deployed 

in the base station, the data collectors are deployed 

in the ordinary nodes, the detectors are deployed in 

the detection node 
 

F. Components 

Enforcement method retains the security issues components 

and concerns analyzing all network traffic flows and should 

provide aim to preserve the confidentiality, integrity, and the 

technical availability of all systems and information …on the 

network .When it comes to enforcing protections, network 

security operates on a defense-in-depth model and follows the 

principles of the “CIA” triad: The process of auditing 

network security requires checking back on enforcement 

measures to determine how well they have aligned with the 

network security policy. Auditing encourages continuous 

improvement by requiring organizations to reflect on the 

implementation of their policy on a consistent basis. This 
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gives organizations the opportunity to adjust their policy and 

provides better enforcement strategy  

CONFIDENTIALITY – PROTECTING ASSETS FROM 

UNAUTHORIZED ENTITIES 

INTEGRITY – ENSURING THE MODIFICATION OF ASSETS IS 

HANDLED IN A SPECIFIED AND AUTHORIZED MANNER 

AVAILABILITY – MAINTAINING A STATE OF THE SYSTEM IN 

WHICH AUTHORIZED USERS HAVE CONTINUOUS ACCESS TO 

SAID ASSETS 

G. Figures and Tables 

 
Deep neural networks (DNN) have achieved unprecedented 

success in numerous machine learning tasks in various 

domains. However, the existence of adversarial examples 

raises our concerns in adopting deep learning to safety-

critical applications. As a result, we have witnessed 

increasing interests in studying attack and defense 

mechanisms for DNN models on different data types, such as 

images, graphs and text. Thus, it is necessary to provide a 

systematic and comprehensive overview of the main threats 

of attacks and the success of corresponding countermeasures. 

In this survey, we review the state of the art algorithms for 

generating adversarial examples and the countermeasures 

against adversarial examples, for three most popular data 

types, including images, graphs and text.  . 
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