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Abstract -Wireless Sensor Networks (WSNs) are uswoally Large
collection of sensor nodes. Sensor nodes are energy-constrained
devices and the energy consumption is generally associated with
the amount of gathered data, since communication is often the
maost expensive activity in terms of energy. Routing plavs an
imporiant role in the data gathering process. Recently Daia
aggregation has emerged as an effective techmigue for saving
energy in WSNs, Due to the inherent redundaney in raw data
pathered by the sensor nodes, In-Networking appregation can
often be wsed to decrease the commupnication cost by eliminating

redundancy and forwarding only smaller aggregated information.

Since minimal communication leads directly to emergy savings,
which e¢xtends the network lifetime, In-Network Daia
aggregation is a key technology to be supported by WSNs. Data
aggregation aware routing protocols present some desirable
characteristics such as: reduced number of messages for setting
wp a routing tree, maximized number of overlapping routes, high
apggregation rate, and also a reliable data transmission. This work
proposes 4 novel Energy  Conserving  In-Network  Thala
Aggregation Routing algorithm for WSNs, which is referved (o as
ECIDA, In this case, vedundant data can be aggregated at
intermediate modes reducing the size and number of exchanged
messages and, thus, deereasing communication cosis and energy
consumption. This maximizes network lifetime,

IndexTerms—: Routing  protocel,  in-network
wireless sensor nefworks

agraveyarion,

I INTRODUCTION

Recent years have wimessed an increasing interest in using wircless
sensor networks (WENs) in many applications. A Wireless Sensor
MNetwork consists of spatially distributed autonomons devices that
cooperatively sense physical or environmental conditions, such s
temperature, sound, vibration, pressure, mofion, of pollutants at
ditterent locations [1], [2). WSNs have been uscd in applications
such as environmental monitoring, homeland  security, critical
inlrastructure systems, communications, manufactoring, and muny
other applications that can be critical to save lives and assets [3], [4],
[5].  In thesc applications, tiny sensors are deployed and leit
unatiended to continuously report parameters such as temperature,
pressure, humidity, light, and chemical activity, Reports transmitied
by these sensors are collected by observers (e.g., base stations). The
dense deployment and unattended nature of WSNs makes it quite
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difficult w recharge node batteries, Therefure, energy efficiency s a
mapor design goal in these nctworks, Several WSN applications
require only an aggregate value to be reported to the observer,

Sensor nedes are energy-vonstrained  devices and  the
cilergy consumption 15 gencrally associated with the amount of
gathered data, since communication is often the most expensive
activity in terms of encrey. For that reason, algorithms and protocols
designed for WSNs should consider the energy consumption in their
vomeeption [6], [7], [#], Moreover, WSNg are data-driven networks
that usually produce a large amount of infoemation that aeeds to be
routed, often ina multi hop tashion, toward a sink node, which works
a5 a galeway toa monitoring center (Fig. 1),

Fig, 1 Dats sggregstion awiace routing, a key algorithm for data-drives
WisNs,

Giiven this scenario, routing plays an imporant role in the
data gathering process. A possible strategy o optimize the routing
tazk is to use the available processing capacity provided by the
intermediate sensor nodes along the routing paths. This is known as
data-centric routing of In-network  data aggregation. For  more
efficient and effective data gathering with a minimum use of the
limited resources, sensor nodes should be confipured to smartly
report date by muking local decisions [9] For this, data aggregation
is an effective technique for saving energy in WSNs. Due to the
inherent redundancy in raw data gathered by the sensor nodes, in-
networking  aggregation  can often be used to  decrease the
communication cost by climinating redundancy and forwarding only
smaller aggregated inlormation. Since minimal communication leads
directly to energy savings, which extends the network lifetime, in-
network data aggregation is a key techuology o be supported by
WENs.

www.ijert.org



International Journal of Engineering Research & Technology (1JERT)
NCITSF 14 Conference Proceedings
ISSN: 2278-0181

Ore of the main challenges in routing algocidims for WSNs
is how to guarantee the delivery of the sensed data even in the
presence of nodes failures and interruptions 0 communications,
These fuilures become even more critical when data aggregation 13
performed along the routing paths since packets with agereeated data
contain information from varions sources and, whenever one of these
packets is lost a considerable amount of information will also be lost.
In the context of WSN, data aggregation aware routing protocols
should present some desirable characteristics such as: a reduced
ninber of messages for setling up a routing tree, maximized number
of overlapping routes, high apgregation rate, and also a reliable data
transmission. In order to overcome these challenges, in this work, we
propose a novel Data Routing algorithm for In-Network Aggregation
for WSNs, which we reler (o as BCIDA algorithm, Cur proposed
algorithm was concerved o maximize information fuson along he
coimmunication rolte m reliable way. through a tault-tolerant routing
mechanism.

I, RELATED Wonrk

In-network data aperepation in WSN refers o the different
ways intermediate nodes forward data packets woward the sink node
while combining the data pathered from ditferent source nodes, A
key component for In-network data ageregation is the design ol o
data aggregation aware routing protocol, Data aggregation reguires a
forwarding paradigm that 15 different from the classic routing, which
typically involves the shorlest path “in relation o some specilic
metric” o forward data toward the sink node. Diflerently rom the
classic approach in data aggregation aware routing algorithms, nodes
rovte packets based on their content and chovse the next hop that
maximizes the overlap of routes in order to promote in-network data
aggregation. A key aspect of In-nciwork data aggrepation is the
synchronization of data (ransmission among the nodes. In these
algorithms, o node vsually does not send data ag soon as it is
available since waiting tor data from neighboring nodes may lead w
better data aggregation opportunitics. This in turn, will improve the
performance of the algorithm and save cnergy. Three main timing
strategies are found [10], [11]

¢ Periodic simple aggregation

Requires each node to wait for a predefined period of nme while
appregating all received data packet and, then, forward a single
packet with the result of aggregation,

¢ Periodic per-hop aggregation

Quite similar to the previous approach, butl the aggregated data
packet 1s mansmitted as soon as the node hears from all of 1is
children, This approach requires each node to know the number of 1ts
children, In addition, a timeout may be used for the cose of some
children’s packet being lost.

& Periodic per-hop adiusied aggregaiion

Adjusts the transmission time of a node according to this node's
position 1n the pathering tree. Mote that the choice of the timing
slrateyy strongly affects the design of the routing prowenl ss well as
its performance.

In-metwork data aggregation plays an important role in energy
constrained WSMs since data correlation is exploited and aggregation
is performed ab intermediste nodes reducing size and the number of
messages exchanged across the network, In data gathenng-based
applications, a considerable number of communication packets can
be reduced by In-network aggregation, resulting in a longer network

lifetime, Tn this case, the optimal ageregation problem s equivalent
to 2 Steiner tree problem [12], [13].

#  Definition 1 (Steiner Tree): Given a network represented by
a graph G = (V, Bl where V = {v1 v2. ..., vn| is the set
of sensor nodes, E iz the set of edpes representing the
cotmnections among the nodes, 1e., <i, j= & I il vi reaches
v, and wie) is the cost of edge e, a minimal cost tree is to
be buile that spans all source nodes 5= 51,52, .., sm}, §
W, amd the sink node so. The cost of the resulting Steiner
tree (W) is the sum of the costs of its edges. This problem
is a well-known NP-hard problem,

However, these solutions are not appropriate for resource-
comstrained  networks, such as WSNs, since  their  distributed
implementation reguine a large number of messages exchange when
setting up the routing tree and, consequently, resulting in high energy
comsumption. Thus, various algorithms have been proposed o
provide data aggregation during the rouling in W5Ms, Some ol them
are free-based alporithms and by to solve some variation of the
Steiner tree problem; others are cluster-based algorithms while others
are simply srructure-less,

A Tree-Based Approaches

In these protocols, a tree structure 15 constructed first and then
used later o either route the gathered data or respond o gueries sent
by the sink node, Aggregation is performed during the rowting when
twe or more date packets arrive at the same nisde of the tree. This
mode then agoregates all recerved data with is own data and forwards
onlly one packet to its neighbor that is lower in the wee. However, this
approach has some drawbacks, For instance, when a packet is lost at
a certain level of the tree (e, due o channel impairments), data
from the whole sub wee will be lost as well. Thus, tree-based
approaches require a mechanism to reliably forward the aggresated
data,

In must coses, ree-hased proweols build a waditonal short-est
path routing tree. For instance, the Shorest Path Tree (SPT)
algorithim [12] uses a very simple strategy to build a routing tree in a
distributed fashion. In this approach, every node that detects an event
reports its collected information by using a shortest path to the sink
node.  Inlormation  fusion whenever  paths  overlap
{opporiunistic information fusion). The Directed Thiffusion algorithm
is one of the carliest solutions to also propose attribute-based routing,
In these cases, data can be opportunistically aggregated when they
mect ab any intermediate node. Based on Dirccted Dittusion. the
Greedy Incremental Tree (GIT) approach was proposed, The GIT
algorithim establishes an energy-efficient path and greedily attaches
athier sources onto the estallished path. In the GIT strateay, when the
first cvent is detected. nodes send their informaton as in the SPT
algorithm and, for every now event, the information is routed using
the shartest path to the current tree. There 15 a new aggregation point
every tme a new branch is created. Some practical issues make GIT
not appropriate in WSNs. For example, each node needs o know the
shortest path to all nodes in the network. The communication cost to
create this infrastructure 15 O{n®), where n is the number of nodes,
Furthermore, the space needed (o store this information at each node
is O n), where D is the number of hops in the shortest path
connecling the farthest node v & Voo the sink node (network
dimmeter). After the initial phase the algorithm needs Ofm n)
messages o build the ronting tree, where m s the number of source
noades.

Data aggregation is implemented in a real world test-bed and the
Timy Aggregation Service (TAG) framework s inroduced. TAG uses
a shortest path wee, and proposes improvements, such as snooping-
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based and hypothesis testing baged optimizations, dynamic parent
switching, and the use of a child cache to estimate data loss. In the
TAG algorithm, parents notify their children about the waiting time
for gathering all the data befure transmitting it $0 the sleeping
schedule of the nodes can be adjusted accordingly. However, like
must of the cited wee-based data aggregation aware routing
algorithms, the TAG algorithm needs a considerable number of
message exchange to construct and maintain the tree.

B, Cluster-Based Approaches

Similarly wr the tree-based approaches, cluster-based schemes [14],
[15] also consist of a hierarchical organization of the network,
However, in these approaches, nodes are divided into clusters.
Moreover, special nodes, referred to as cluster-heads, are elected to
aggregate data locally and forward the result of such apgregation (o
the sink node.

In the  Tow  Energy Adaptive  Clustering
Hierarchy(LEACH) algorithm clustered structures are exploted 1o
perform data apgregation. In this algorithm, cluster heads can act as
aggregation points and they communicate directly t the sink node, In
order to evenly distribute energy consumption among all nodes,
cluster-heads are randomly elected o each round. LEACH-based
algorithms assume that the sink can be reached by any node in only
one hop, which limits the size of the network for which such
protocols can be used.

The Information Fusion-based Role Assipnment (InFRA)
algorihm builds a cluster for cach event icluding only thuse nodes
that were able to detect it Then, cluster-heads merge the daa within
the eluster amd send the result toward the sink oode, The InFRA
algorithm aims at building the shortest path tree that maximines
information fusion. Thus, once clusters are foemed, cluster-heads
choose the shortest path to the sink node that also maximizes
information tfusion by using the apgrepated coordinators distance. A
disadvantage of the InFRA algorithm is that for cach new event that
arises 0 the network, the information about the event must be
fleoded throwghout the network o inform other nodes about is
occurrence and o update the agprepated coordinators-distance. This
procedure inereascs the communication cost of the algorithm and,
thus, limils its scalabilily,

Our proposed the ECIDA algorithm, presented in detail is
also a cluster-based approach. In our alsorithm, for each new event, it
is performed the clustering of the nodes that detected the same event
as well as the clection of the cluster=head. Afier that, routes are
created by selecting nodes in the shortest path, o the nearest node
that 1a part of an existing routing infrastructure, where this node will
be an aggregation point. Our ECIDA routing infrastructure tends to
maximize the agerepation points and to use fower control packets to
buld the routing tree. Also, differenily from the InFRA algorithm,
ECIDA dogs not {lood a message to the whole network whenever o
new

C. Structure-Less Approaches

Few algorithma for routing aware of data aggregation have
been proposed that use a structure-less approach. The Data-Aware
Anyeast  (DAA)  alporithm, o structurc-less  data  agpregation
algorithim, uses anveast (o forward packets w one-hop neighbors that
have packets for aggregation. It has mechanisms for increasing the
chance of packets meeting at the same node (spatial agaregation) and
at the same time (lemporal aggregation). Since the approach does not
guarantee aggregation of all packets, the cost of transmitiing packers
with no aggregation increases in larger networks.

1L ENERGY CONSERVING IN-NETWORK DATA
AGGREGATION FOR WSNs

The main goal of ow propesed the ECIDA algorithm is to build a
routing tree with the shorest paths thar connect all source nodes w
the sink while maximizing data apgrepation, The proposed algorithm
comsiders the following roles in the routing infrastruciure creation:

Collaborator. A node that detects an event and reports the gathered
data o a coordinator node,

Coordingtor. A node that also detects an cvent and 1s responsible
for gathering all the gathered dats sent by collaborator nodes,
agerepating them and sending the result toward the sink node.

Sink. A node interested in receiving data from a set of coordinator
anad collaborator nixdes.

Relay. A node that forwards data toward the sk,

The ECIDA algorithm can be divided into three phases. In
PFhase 1, the hop tree from the sensor nodes to the sk node 15 bailc
In this phase, the sink node starts building the hop tree that will be
usend by Coordinators or data forwarding purposes, Phase 2 consists
of cluster formaton and cluster-head electon among the nodes that
detcetcd the ocewrrence of a new evemt i the nevwork. Finally, Phase
3 s responsible tor both setting up a new route for the reliable
delivering ol packets and updating,

A. Phase I Building the Hlap Tree

In this phase, the distance from the sink w each node is
computed in hops. This phase is stated by the sink node sending, by
means of a tlooding, the Hop Configuration Message (HCM) to all
network nodes. The HCM message contains two fields: 1D and
HopToTree, where T s node identifier that started or retransmitied
the HCM message and HopToTree is the distance, in hops, by which
an HOM message has passed.

The HopToTree value is started with value 1 oac the sink,
which lorwards it 1o is neighbors {at the beginning, all nodes set the
HopToTree as infimity). Each node, upon receiving the message
HCM, verifies if the value of HopToTree in the HCM message is less
than the value of HopToTree that it has stored and if the value of
First Sending is true, ps shown in Algorithm 1 - Line 3. I that
comdition is true then the node updates the value of the Mext Hop
variable with the value of the field ID of message HCM, as well as
the valuz of the HopToTree variable, and the values in the fields 1D
and HopToTree of the HCM messape. The node also relavs the HOM
message, a5 shown in Algorithm | - Line 8, Otherwise, 10 that
condition is falze, which means that the node already received the
HCM by a shortest distance, then the node discards the received
HICM message, as shown in Alporithm 1 - Line 12, The steps
described above ocour repestedly wumtl the whole network s
configured.

Refore the first event takes place, there is no established
rouic and the HopToTree vamable stores the smallest dis-tance o the
sink. On the first event occurrence, HopToTree will still be the
smuallest distance; however, a new roule will be established. Alter the
first event, the HopToTree stores the smaller of two values: the
distance to the sink or the distance to the closcst already cstablished
route,
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Algorithm 1: Hop MUnﬁgumﬁnn fthugc Algorithm 2: Cluster formation and leader election
1 Node sink sends a broadeast of HCM ﬂ'iESf-ﬂ!gEf-‘v’-iih the value 1 Input: 5 .='.-': ‘et of nodes chat decected the event
) X : Output: & /7 A node of the sec 5 is siected Ieader of
of BopToTree = |; che DTN
S/ Ru is che ser of podes CHAT received che messsge s ereach L“‘qu do
HCM F] role, +— coordinator;
1 m"i'd‘ we i, do ) £/ wode w sends message MCC in Broadcast
3 if HopToTree{u) > HopToTreel HOM) and s Anmouncement of event detection :
F'ITSTE‘-_‘:EIIdiI!lE{Er] then {{ N, 13 che sec of neighbors of node u € &
4 NertHop, += IDgcan 4 foreach w .0, do
. HopTcTree, — HopToTreencs + 1 ; ] ir Hca];JTuTrml arxl;l ;}HupTuTm.-: w) then
[/ Mode u the value of che ID field in . ey = colicboralor
t ': o 'L'm“f:  aius an nhe e L] Node u retransmits the MCC message received
Ehe memsage SLE from node w ;
& IDgew — 1Dy in end I
[/ Mode w updaces che value ef che HopToTree i ebse if HopToTree ) = HopToTree|w)
| field in the mecsage HCM 1D{u) > ID{w) then
7 HopToTreeg o +— HopToTree, ; iz role, +— collaborator
s Mode u sends a broadcast message of the HCM with 1 Mode u retransmits the MCC message received
the new values; from node
L] FirstSending. + false ; T eni
" end I et .
“u i I8 I Node u discards the MCC message received from
12 | Node uw discards the received message HCM; " i e
B end s end
1 end 1# end

B. Cluster Formation

When an event i detected by one or more nodes, the leader
election alporithm stats and sensing nodes wall be running for
leadership (group coordinator); this process is described in Alporithm
2. For this eleetion, all sensing nodes are cligible. It this is the firse
event, the leader node will be the oo that is closest to the sink node.
Otherwise, the lesder will be the node that is closest to an already
established route (Algorithm 2, Lines 7 1o 9. In the case of a tie, ie.,
two of more concurrent nodes have the same distance in hops to the
sink for to an established route), the node with the smallest 1D
maintaing eligibility, o5 shown in Lines 11w 13 of Algorithm 2,
Another possibility is to use the energy level as a tiebreak criterion.
Al the end of the election algorithm only one node in the group will
be declared as the leader (Coordimator). The remaining nodes that
detected the same event will be the Collab-orators. The Coordinator
gathers the inlormation collected by the Collsborstors and sends
them w the Sink. A key advantage of this algorithm is that all of the
information pathered by the nodes sensing the same event will be
agpregated at a single node (the Coordinator), which is more efficient
than other aggregation mechanisms (e, g, opporiunistic aggregation).

C. Rowiing Formation and Hop Tree Updates

The elected group leader, as described in Algorithm 2,
atarts establishing the new route for the event dissemination. For that,
the Coordinatar sends a route establishment message o its MextHop
node. When the MextHop node reccives a routc  catablishment
message, it retransmits the message to its MextHop and starts the hop
tree updating process, These steps are repeated until either the sink is
reached or a node that is part of an already established route is found.
The rowtes are created by choosing the best neighbor at cach hop. The
choices for the best neighbor are twofold: 1) when the first event
occurs, the node that lesds 1o the shortest path o the sink is chosen
{Fig. 2a); and 2) afier the occurrence of subsequent events, the best
neighbaor is the one that leads w the closest node that is alieady part
ol an established route (Fig. 2e). This process tends to increase the
aggregation points, cnsuring that they occur as closc as possible to
the events,

The resulting route 15 a tree that connects the Coordinator nodes toe
the sink. When the route is established, the hop tee updating phase is
staried, The main goal of this phase is tw update the HopToTree value
of all nodes so they can take into consideration the newly estublished
route, This is done by the mew relay noedes that are part of an
cstablished route. These nodes send an HCM message (by means of a
comtrolled tlooding) for the hop updating (Fig. 2b). The whole cost of
this process is the same of a llooding, 1.2, each node will send only
one packel Outside the cluster, sgeregation is performed by the relay
nodes when two or maore events overlap along routing {cluster outside
agprcpation).

I Rouwte Repaiv Mechanism
The route created to send the data toward the sink node is

unigue and eflicient since it maximives the points of  aggregation
and, consequently, the information fusion. However, because this
raule is unigue, any failure in one of ils nodes will cause disruption,
preventing the delivery of several pathered event data. Possible
causes of failure include low emergy, physical destruction, and
communication hlockage,

ic) Fuamply of the routiag irer 1o cvime

i Exormple of tw rossny ooz w | oot ) Updeir of e hop v

Fig. 2. Example of establizhing new rottes and updating the hop tree.
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Our ECIDA algorithm offers a pigayvbacked, ACK-based,
rodte repair mechanism, which consists of tao pars: failure detection
at the NextHop node, and selection of a new MextHop, When a relay
node needs w forwand data to its NextHop node, o simply sends the
data packer. sets a tmecut, aml waits for the retransmission of the
data packet by its WextHop, This re-transmission is also considered
an ACK message, It the sender receives its ACK trom the NextHop
node, it can infer that the MextHop nede i alive and, for now,
everything ig ok, However, if the sender node does not receive the
ACK from the NextHuop node within the predetermined timeout, it
considers this node as offline and another one should be selected as
the new NextHop node. For this, the semder chovses the neighbor
with the lowest hop-to-tree level to be it new NextHop; in case of a
tig, it chopses the neighbor with the highest energy level, Afler that,
the sender updates its routing table to faclitate the forwanding of
subscouent packets.

IV, PERFORMANCE EVALUATION

In thies section, we evaluate the proposed ECIDA alporithm
amd compare its performance to two other known routing protocols:
the InFEA and SPT algorithms, These two algorithms were chosen
for being well known in the literature and have the same poals that
the proposed ECIDA  alponthm. Table 2 shows  the basic
characteristics of 5PT, InFRA. and ECIDA algorithms. We evaluate
the ECIDA pertormance under the following metrics:

. Packet delivery rate.

. Control overhead,

. Efficiency (packets per processed data),
. Routing tree cost.

. Loss of raw data,

. Loss ol aggregated data,

. Transmizsions number,

o B o O

A. Methadolagy

The  performance  evaluation  is  achieved  through
simulations using the SimalGo version v.0.75.3 network simulatoe. In
all results, curves represent average values, while error bars represent
confidence intervals for 95 percent of confidence from 33 difierent
instances {secds). The default simulation parameters are presented in
Table 1. For each simulation set, a parameter shown in Table 1 will
be varied as described in the evaluated scenario. The first event staris
at time 1,004 5 and all other events start at a unitormly distributed
random time between the interval [1,000, 3,000] seconds. Also, these
evenis oceur ot random positions, The network density is considered
as the relation mmo/A, where n is number of nodes, ro is the
communication radius, and A 15 the area of the sensor field. For each
simmulation in which the number of nodes 15 varied, the sensor ficld
dimension s adjusicd sccordingly in order to maintain the node
density at the same value. Sensor nodes are umformly and randomly
deployed. To provide a lower bound Lo the packel transmissions, an
agpregation function was used that receives p data packets and sends
only a fixed sizc merged packet. However, any other apgrepation
function can be uwsed to take advantage of ECIDA teatures, This
function 15 performed at the ageregation points whenever these nodes
send a packer The evaluated algorithms used periodic simple
aggregation  stratcgy  in which  the aggregator nodes  transnuit
periodically the received and aggregated information.

The following metrics were used lor the perlormance
evaluation:

Data packet defivery rate. Number of packets that reach the sink
node, This metne indicates the quality af the routing ree built by the
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algorithms—the lower the packer delivery rate, the greater the
aggregation rate of the built tree

TABLE 1
Simulativn Parameters
Sink Node I (Top leii)
MWetwork Size 1024
Communication Radius Bl m)
it of events 3
Ewent Radius{m}) 50
Ewent Duration hes) E)
Tuss Probabiliy % 0
Simulation Duration|brs) 4
Mtification Interval{sec) Gl
Semsor Field{m) TO0T00
TABLE2
Summary of the Basie Characteristics of Assessed
Alporithms
Scheme | Objecuve | Overhead | Scalabalioy Dirawback
ST Shortest Low High Data
Path Redundancy
Intra Max Yery high L Low
averlap sralability,
routes high cost
ECIDA Max Medium Medium Siatic routes
overlap
routes

Control packes overhead. Number of control messages nsed to
budld the routing ree including the overhead 1w both create the
clusters and set up all the routing parameters for each alporithim.

Efficiency. Packets per processed data. It is the rate between the
total packets wransmitted (data and control packets) and the number of
data received by the sink.

Rowting free cost. Tolal number of edges in the rouling tree
structure built by the alporithm.

Loss of aggregated date. Mumber of aggrepated data packets lost
during the routing. In this metric, it a packet contains X aggregated
packets and il this packet is lost, it is accounted the loss ol X packets.

Neumber of fruasmiissions. Sum of control overhead and data
fransmissions, i.e., the total packets ransmitted.

Number of Steiner nodes. Mumber of Steiner nodes in the routing
stmucture, 1.¢., the number of relay nodes.

WV, CONCLUSION AND FUTURE WORK

Aggrepation aware routing algorichms play an important role in
event-hased WSN=. In this work, we presented the ECIDA algorithm,
a novel and reliable Data Aggregation Aware Routing Protocal for
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WEMs, Our proposed ECIDA algorithm was extensively compared to
two other koown routing algorithms, InFRA and SPT, regarding
scalability, communication costs,  delivery efficiency, aggregation
rateand  aggregated  data delivery rate. By maximizing  the
appregation points and offering o fault wlerant mechanism o
improve delivery rate, the oblained resulis cleacly show that ECITA
outperformed the InFRA and SPT algorithms for all evaluated
seenarios. Also, we show that our proposed algorithm has some key
aspects required by WSNs aggregation aware routing algorithmes such
as o reduced number of messages for selling up 4 roudng ree,
maximized number of overlapping routes, high agpregation rate, and
reliable data ageregation and fransmission,

As luture work, spatal and temporal corvelation ol the
agpregated data will alse be taken inte consideration as well as the
construction of a routing trec that meets application needs.

We also plan w modily the ECTDA  algorithm o
stochasucally select nudes that will be part of the communication
structure. The goal is to find a balance between the overhead and the
quality of the routing tree, In addition, new strategies will be devised
to control the waiting time for aggregator nodes based on two
criteria; average distance of the event coordinators, and spatial and
semantics event carrelation,
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