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 Abstract  

In the sofware testing methodology there is a 

revolution and in the field of testing   that how to 

conduct a successful testing and the testing shall 

be done in such a way that error free product to 

be launched in the market and the contemporary 

software services and product organizations 

should follow a different kind of software testing 

methodologies  . we propose the feedforward 

testing mothod which can be used extensively in 

the field the field of neural network softwares  in 

the proposed system first we should understan 

the feed forward neural network here each nuron 

has capacity to give a positive and negative 

signals to to the middle layer and in the middle 

layer the actual processing work must happen 

and all the posibility of output must be stored in 

a vector and all the possibility of vectors the 

strongest output including the threshold must be 

taken into account and the out put will come out 

whether positive or negative .hence the testing 

must consider all the possible patterns  

Keywords  

Feedforward testing method  , lines of code 
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INTRODUCTION 

In recent years, software has become the most 

expensive component of computer and various 

robots and other neural network systems  

projects. The bulk of the cost of software 

development is due to the human effort, and 

most cost estimation methods focus on this 

aspect and give estimates in terms of person-

months. Accurate software cost estimates are 

critical to both developers and customers. They 

can be used for generating request for proposals, 

contract negotiations, scheduling, monitoring 

and control. Underestimating the costs may 

result in management approving proposed 

systems that then exceed their budgets, with 

underdeveloped functions and poor quality, and 

failure to complete on time. Overestimating may 

result in too many resources committed to the 

project, or, during contract bidding, result in not 

winning the contract, which can lead to loss of 

jobs. Accurate cost estimation is important 

because: in the above  

It can help to classify and prioritize development 

projects with respect to an overall business plan. 

 

           (Fig. 1)A Feedforward Testing Method  

A multiple-layer neural network can calculate 

and compute  a continuous in put output instead 

of a function. because the network itself is in the 

continuous process ,hence the work should not  

stop and the testing also should be continuous in 

nature   A common choice is the so-called 

logistic function: 
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    and another equation 

also   
 

In the above equation each nuron has to consider 

the weight factor and in the testing also sall the 

weights are represented and output came out 

successfully without any errors  

(In general form, f(X) is in place of x, where 

f(X) is an analytic function in set of x's.) With 

this choice, the single-layer network is identical 

to the logistic regression model, widely used in 

statistical modeling. The logistic function is also 

known as the sigmoid function. It has a 

continuous derivative, which allows it to be used 

in backpropagation. This function is also 

preferred because its derivative is easily 

calculated:and the output is more acceptable  

  and further the output 

is    =  

 

Recall that a single perceptron can classify points 

into two regions that are linearly separable. Now 

let us extend the discussion into the separation of 

points into two regions that are not  

linearly separable. Consider the following 

network:  

 

(Fig.2) A Feed-Forward Network Testing 

Method  With One Hidden Layer. 

The same (x, y) is fed into the network through 

the perceptrons in the input layer. With four 

perceptrons that are independent of each other in 

the hidden layer, the point is classified into 4 

pairs of linearly separable regions, each of which 

has a unique line separating the region.  

 

(Fig.3) 4 lines each dividing the plane into 2 

linearly separable regions. 

The top perceptron performs the various logical 

operations on the outputs of the hidden layers so 

that the whole network classifies input points in 

2 regions that might not be linearly separable. 

For instance, using the AND operator on these 

four outputs, one gets the intersection of the 4 

regions that forms the center region.  

 

(Fig.4) Intersection of 4 linearly separable 

regions forms the center region. 

By varying the number of nodes in the hidden 

layer, the number of layers, and the number of 

input and output nodes, one can classification of 

points in arbitrary dimension into an arbitrary 

number of groups. Hence feed-forward networks 

are commonly used for classification.  

Backpropagation -- learning in feed-forward 

networks:  

Learning in feed-forward networks belongs to 

the realm of supervised learning, in which pairs 
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of input and output values are fed into the 

network for many cycles, so that the network 

'learns' the relationship between the input and 

output.  

We provide the network with a number of 

training samples, which consists of an input 

vector i and its desired output o. For instance, in 

the classification problem, suppose we have 

points (1, 2) and (1, 3) belonging to group 0, 

points (2, 3) and (3, 4) belonging to group 1, (5, 

6) and (6, 7) belonging to group 2, then for a 

feed-forward network with 2 input nodes and 2 

output nodes, the training set would be:  

{ i = (1, 2) , o =( 0, 0) 

 
i = (1, 3) , o = (0, 0) 

 
i = (2, 3) , o = (1, 0) 

 
i = (3, 4) , o = (1, 0) 

 
i = (5, 6) , o = (0, 1) 

 
i = (6, 7) , o = (0, 1) } 

The basic rule for choosing the number of output 

nodes depends on the number of different 

regions. It is advisable to use a unary notation to 

represent the different regions, i.e. for each 

output only one node can have value 1. Hence 

the number of output nodes = number of 

different regions -1.  

In backpropagation learning, and finding errors  

every time an input vector of a training sample is 

presented, the output vector o is compared to the 

desired value d.  

The comparison is done by calculating the 

squared difference of the two i.e. the desired 

output and the actual output :  

 

The value of Err tells us how far away we are 

from the desired value for a particular input. The 

goal of backpropagation is to minimize the sum 

of Err for all the training samples, so that the 

network behaves in the most "desirable" way.  

Minimize 
 

We can express Err in terms of the input vector 

(i), the weight vectors (w), and the threshold 

function of the perceptions. Using a continuous 

function (instead of the step function) as the 

threshold function, we can express the gradient 

of Err with respect to the w in terms of w and i.  

Given the fact that decreasing the value of w in 

the direction of the gradient leads to the most 

rapid decrease in Err, we update the weight 

vectors every time a sample is presented using 

the following formula:  

 

where n is the learning rate (a small 

number ~ 0.1) 

Using this algorithm, the weight vectors are 

modified so that the value of Err for a particular 

input sample decreases a little bit every time the 

sample is presented. When all the samples are 

presented in turns for many cycles, the sum of 

Err gradually decreases to a minimum value, 

which is our goal as mentioned above. 

 

The testing methods of feed forward software’s  

In the given table we have shown the input 

values will be passed through the neurons and 

successfully passed through the stages it must be 

remembered that the stages can be multiple one 

as the neural network can accommodate multiple 

neuron  
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Input 

 

Stage 1 

hidden 

layer  

Stage 2 

hidden 

layer 

Output  

1,1 1,0 0,0 1 

0,1 1,0 0,1 0 

1,0 0,1 1,0 1 

0,0 0,0 0,1 0 

1,1 1,1 0,1 1 

1,0 1,1 1,1 0 

1,1 1,1 1,0 0 

 

From the above table we have taken all the  

logical parameters which are helpful in the  

testing of feedforward method  

Testing – find out whether the application is 

working according to requirements or not  

Testing objectives – to find out the differences 

between expected values and actual values  

To find out the syntax errors which are 

unidentified by development team .whether our 

application is maintaining company standards or 

not  

. 

Testing Principles for neural network 

application  

 

1 Testing should be conducted according to 

requirements  

2 Testing should be started on smaller modules 

then we have to turn on to large ones   

3 Testing should be started much before so that 

the should be accomplished much before  

 

EXHAUSTIVE TESTING INPUT (ETI) 

Testing the application with all possible 

combination of values  

Examples –find the values of  

A, b, c in with respect to  

Where and are 8bit registers  

 

The Cost Factor Of The Feed Forward 

Software Testing Method  

Estimates: 

effort (usually in person-months)project 

duration (in calendar time) 

cost (in Rupees) 

Most cost estimation models attempt to generate 

an effort estimate, which can then be converted 

into the project duration and cost. Although 

effort and cost are closely related, they are not 

necessarily related by a simple transformation 

function. Effort is often measured in person 

months of the programmers, analysts and project 

managers. This effort estimate can be converted 

into a dollar cost figure by calculating an average 

salary per unit time of the staff involved, and 

then multiplying this by the estimated effort 

required. Practitioners have struggled with three 

fundamental issues: 

Software cost estimation model to use 

Software size measurement to use – lines of code 

(LOC), function points (FP), or feature point. 

 A Good Estimate for the Feed Forward 

Software Testing Method  

The widely practiced cost estimation for the feed 

forward testing method is expert judgment. For 

many years, project managers have relied on 

experience and the prevailing industry norms as 

a basis to develop cost estimate. However, 

basing estimates on expert judgment is 

problematic: 

This approach is not repeatable and the means of 

deriving an estimate are not explicit. It is 

difficult to find highly experienced estimators for 

every new project. The relationship between cost 

and system size is not linear. Cost tends to 

increase exponentially with size. The expert 
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judgment method is appropriate only when the 

sizes of the current project and past projects are 

similar. Budget manipulations by management 

aimed at avoiding overrun make experience and 

data from previous projects questionable. 

In the last three decades, many quantitative 

software cost estimation models have been 

developed. An empirical model uses data from 

previous projects to evaluate the current project 

and derives the basic formulae from analysis of 

the particular database available. An analytical 

model, on the other hand, uses formulae based on 

global assumptions, such as the rate at which 

developer solve problems and the number of 

problems available. Most cost models are based 

on the size measure, such as LOC used in the 

software project  and FP the various function 

points , obtained from size estimation. The 

accuracy of size estimation directly impacts the 

accuracy of cost estimation which is necessary 

for the evaluating the feed forward soft ware 

testing project  . 

Although common size measurements have their 

own drawbacks, an organization can make good 

use of any one, as long as a consistent counting 

method is used. A good software cost estimate 

should have the following attributes. It is 

conceived and supported by the project manager 

and the development team. It is accepted by all 

stakeholders as realizable. 

It is based on a well-defined software cost model 

with a credible basis. 

It is based on a database of relevant project 

experience (similar processes, similar 

technologies, similar environments, similar 

people and similar requirements).It is defined 

in enough detail so that its key risk areas are 

understood and the probability of success is 

objectively assessed. Software cost estimation 

historically has been a major difficulty in 

software development. Several reasons for the 

difficulty have been identified: Lack of a 

historical database of cost measurement 

Software development involving many 

interrelated factors, which affect development 

effort and productivity, and whose relationships 

are not well understood Lack of trained 

estimators and estimators with the necessary 

expertise Little penalty is often associated with a 

poor estimate. 

1.2. Process Of Estimation for the Feed 

Forward Software Testing Method   

 

 

Estimation is an important part of the planning 

process. For example, in the top-down planning 

approach, the cost estimate is used to derive the 

project plan: 

1.2.1.The project manager develops a 

characterization of the overall functionality, size, 

process, environment, people, and quality 

required for the project. 

 

1.2.2 A macro-level estimate of the total effort 

and schedule is developed using a software cost 

estimation model. 

1.2.3 The project manager partitions the effort 

estimate into a top-level work breakdown 

structure. He also partitions the schedule into 

major milestone dates and determines a staffing 

profile, which together forms a project plan. 

1.2.4The actual cost estimation process involves 

seven steps: 

1.2.5 Establish cost-estimating objectives 

1.2.6 Generate a project plan for required data 

and resources 

1.2.7. Pin down software requirements 

1.2.8. Work out as much detail about the 

software system as feasible 

1.2.9. Use several independent cost estimation 

techniques to capitalize on their combined 

strengths 

1.2.10. Compare different estimates and iterate 

the estimation process 

1.2.11. After the project has started, monitor its 

actual cost and progress, and feedback results to 

project management. 

No matter which estimation model is selected, 

users must pay attention to the following to get 

best results:coverage of the estimate (some 
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models generate effort for the full life-cycle, 

while others do not include effort for the 

requirement stage)calibration and assumptions 

of the model sensitivity of the estimates to the 

different model parameters deviation of the 

estimate with respect to the actual cost. 

 

2 The Outputs Of This Steps Are As Follows: 

 

2.1 Assumptions made to revise estimates 

2.2 Methods used to revise estimates 

2.3 Revised size, effort, schedule, and cost 

estimates 

2.4 Revised functionality and procurements 

2.5 Updated WBS 

2.6 Revised risk assessment 

Review and Approve the Estimates 

The purpose of this step is to review the software 

estimates and to obtain project and line 

management approval. 

Software Requirement Specification  

After gathering all requirements then the 

management team starts the development process 

from SRS. In SRS they specifies all requirements 

for developing the current application  

FR (Functional requirements) for developing 

the current application all the technical 

requirements with according to hardware and  

NFR (NON FUNCTIONAL )requirements in 

this management team specifies all requirements 

other than functional as follows  

 Cost –total cost incurred for the testing  

activities  

 Time – time duration for coducting all the 

testing activities  for the feedforward testing 

method  

Standards to maintain-Every company 

maintain its own standards. The standards of 

every company are depends on the market value 

in current trend .some of the common standards 

which are maintained by every company are  

 N no of defects per SG  LOC. 

 Number of functions per module.  

 Number of functional points.  

Design- after completion of preparation of SRS 

development team divide the functionality of the 

application in to modules and sub modules by 

preparing two documents.  

 HLD ( high level design)-Dividing the 

functionality of the applications into modules 

and sub modules and defining data validations is 

called as HLD.  

CONCLUSION-: from the above discussion we 

came to that the feedforward testing method  is 

unique and using this method we can test various 

neural network methods  , in the proposed 

system first we should understan the feed 

forward neural network here each nuron has 

capacity to give a positive and negative signals 

to to the middle layer and in the middle layer the 

actual processing work must happen and all the 

posibility of output must be stored in a vector 

and all the possibility of vectors the strongest 

output including the threshold must be taken into 

account and the out put will come out whether 

positive or negative .hence the testing must 

consider all the possible patterns 
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