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Abstract: The amount of data generated by devices and other 

internet based sources regularly is huge, which is called big 

data. This data can be processed and analyzed to develop useful 

applications for specific domains. Several mathematical and 

data analytics techniques have found use in this sphere. This 

has given rise to the development of computing models and 

tools for big data computing. However, the storage and 

processing requirements are overwhelming for traditional 

systems and technologies. Therefore, there is a need for 

infrastructures that can adjust the storage and processing 

capability in accordance with the changing data dimensions. 

Cloud Computing serves as a potential solution to this problem. 

However, big data computing in the cloud has its own set of 

challenges and research issues. This chapter surveys the big 

data concept, discusses the mathematical and data analytics 

techniques that can be used for big data and gives taxonomy of 

the existing tools, frameworks and platforms available for 

different big data computing models. Besides this, it also 

evaluates the viability of cloud-based big data computing, 

examines existing challenges and opportunities, and provides 

future research directions in this field.   

 

INTRODUCTION: 

The advent of Internet and rapidly increasing popularity 

of mobile and sensor technologies have led to an outburst of 

data in the systems and web world. This data explosion has 

posed several challenges to systems, traditionally used for 

data storage and processing. In fact, the challenges are so 

grave that it would not be wrong to state that traditional 

systems can no longer fulfill the growing needs of data-

intensive computing.The two main requirements of big data 

analytics solutions are (1) scalable storage that can 

accommodate the growing data (2) high processing ability 

that can run complex analytical tasks in finite and allowable 

time. Among many others, the Cloud Computing technology 

is considered an apt solution to the requirements of big data 

analytics solutions considering the scalable, flexible and 

elastic resources that it offers (Philip Chen and Zhang 2014). 

Firstly, the Cloud offers commodity machines that provide 

scalable yet cost-effective storage solutions. Besides this, the 

processing ability of the system can be improved by adding 

more systems dynamically to the cluster. Therefore, the 

flexibility and elasticity of the Cloud are favorable 

characteristics for big data computing.Cloud-based big data 

analytics technology finds a place in future networks owing 

to the innumerable ‘traditionally unmanageable abilities and 

services’ that this technology offers. The general definition 

                                                           
  

of future networks describe it as a network that possesses the 

capabilities to provide services and facilities that existing 

network technologies are unable to deliver. Therefore, a 

component network, an enhanced version of an existing 

network or a federation of new and existing networks that 

fulfill the above-mentioned requirements can be referred to 

as future networks.This technology finds applications in 

diverse fields and areas.  

 

2.0 DEFINING BIG DATA 

Several definitions for big data exist owing to the varied 

perspectives and perceptions with which this concept is 

viewed and understood.The most accepted definition of big 

data describes it as huge volumes of exponentially growing, 

heterogeneous data. Doug Laney of Gartner, in the form of 

the 3V Model, gave the first definition of big data (Gartner 

2016). The fundamental big data characteristics included in 

this classification are volume, variety and velocity. 

However, big data, as a technology, picked up recently after 

the availability of open source technologies like NoSQL 

(Salminen 2012) and Hadoop1, which have proven to be 

effective and efficient solutions for big data storage and 

processing. Accordingly, the definition of big data was 

modified to data that cannot be stored, managed and 

processed by traditional systems and technologies.Besides 

the above mentioned, there have been several other 

viewpoints and perspectives on big data. Scholars like Matt 

Aslett sees big data as an opportunity to explore the potential 

of data that was previously ignored due to limited 

capabilities of traditional systems while some others call it a 

new term for old applications and technologies like Business 

Intelligence (Abu-Mostafa, Magdon-Ismail, and Lin 2012). 

Regardless of the big data definition one chooses to follow, 

nothing can take away the fact that big data opens doors to 

unlimited opportunities and in order to make use of this 

reserve, we need to develop new or modify the existing tools 

and technologies.     

 

2.1 Multi-V Model  

The initial 3-V model, given by Doug Laney in the year 

2001, includes volume, variety and velocity, as the three 

fundamental big data characteristics (Gartner 2016). The 

amount of data included in a dataset indicates the volume of 

data, which is the most obvious characteristic of big data. 

The data concerned may come from different sources and 
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can be of diverse types. For instance, data coming from a 

social media portal includes textual data, audio and video 

clips and metadata. In order to accommodate for these 

different types of data, big data is said to include structured 

data, semi-structured and unstructured data. Lastly, data 

may be produced in batches, near time or real-time. The 

speed at which the concerned data is being generated 

denotes the velocity characteristic of big data. Figure 1 

depicts the scope of interest for the three V’s mentioned 

above.   

 
Fig. 1 – Volume, Variety and Velocity of Big Data 

 

2.2 HACE Theorem  

HACE stands for Heterogeneous, Autonomous, Complex 

and Evolving (Xindong et al. 2014) and describes big data 

as a large volume of heterogeneous data that comes from 

autonomous sources. These sources are distributed in nature 

and the control is essentially decentralized. This data can be 

used for exploration of complex and evolving relationships. 

These characteristics make identification and extraction of 

useful information from this data, excessively challenging.  

 

3.0 BIG DATA LIFECYCLE 

The lifecycle of big data includes several phases, which 

include data generation, acquisition, storage and processing 

of data. These four phases have been explained below and 

illustrated in Fig. 2.   

 
Fig. 2 – Big Data Lifecycle 

1 Generation  

Data is the most rapidly increasing resource in the 

world. Perhaps, the reason for this staggering rise 

in its generation is the diverse types of devices, 

entities and systems involved. With the rapid 

advancement in technology, devices like sensors, 

online portals, social networking websites and 

online systems like online trading and banking, in 

addition to many others, have come into existence. 

All these systems, portals and devices generate data 

at a periodic basis, contributing to the volume, 

variety and velocity of big data.    

2 Acquisition  

Now that we know that big data is being generated 

by diverse sources, this data needs to be acquired 

by big data systems for analysis. Therefore, during 

this stage of the big data lifecycle, the raw data 

generated in the world is collected and given to the 

next stage for further processing.   

3 Storage  

                                                           
 

From the first distributed file system, Google File 

System (Ghemawat, Gobioff, and Leung 2003), to 

Hadoop Distributed File System or HDFS 

(Shvachko et al. 2010), there is a range of solutions 

available in this category. One of the latest and 

most popular additions to this category is NoSQL 

database solution like MongoDB2 and platforms 

like Cassandra3.  

4 Processing  

Like traditional data analysis, the objective of big 

data analysis is extraction of useful information 

from the available data. Common methods used for 

this purpose include clustering, classification and 

data analysis techniques, besides many others.  

 

4.0 TECHNIQUES FOR BIG DATA PROCESSING 

 

An elaborative description of the techniques used for big 

data processing has been given below.   
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4.1 Mathematical Analysis Techniques  

4.1.1 Mathematical Techniques 

Factor analysis is mostly used for analysis of relationships 

between different elements that constitute big data. As a 

result, it can be used for revealing the most important 

information. Taking the relationships analysis a step further, 

correlation analysis can be used for extracting strong and 

weak dependencies (Ginsberg et al. 2009). 

 

4.1.2 Statistical Methods  

Statistical methods are mathematical techniques that are 

used for collection, organization and interpretation of data. 

Therefore, they are commonly used for studying causal 

relationships and co-relationships. It is also the preferred 

category of techniques used for deriving numerical 

descriptions. With that said, the standard techniques cannot 

be directly implemented for big data. In order to adapt the 

classical techniques for big data usage, parallelization has 

been attempted. 

4.1.3 Optimization Methods  

Core fields of study like physics, biology and economics 

involves a lot of quantitative problems. In order to solve 

these problems, optimization methods are used. Some of 

these methods that have found wide-ranging use, because of 

the ease with which they can be parallelized include Genetic 

Algorithm, Simulated Annealing, Quantum Annealing and 

Adaptive Simulated Annealing (Sahimi and Hamzehpour 

2010).   

 

4.2 Data Analytics Techniques 

4.2.1 Data Mining   

Data mining allows extraction of useful information from 

raw datasets and visualization of the same in a manner that 

is helpful for making decisions. Commonly used data 

mining techniques include classification, regression 

analysis, clustering, machine learning and outlier detection. 

In order to analyze different variables and how they are 

dependent on one another, regression analysis may be used. 

4.2.2 Machine Learning  

A sub-field of artificial intelligence, machine learning 

allows systems to learn and evolve using empirical data. As 

a result, intelligent decision-making is fundamental to any 

system that implements machine learning. However, in the 

big data context, standard machine learning algorithms need 

to be scaled up to cope with big data requirements. Several 

Hadoop-based frameworks like Mahout are available for 

scaling up machine learning algorithms. 

4.2.3 Signal Processing  

The introduction of Internet and mobile technologies has 

made the use of social networking portals and devices like 

mobiles and sensors, excessively common. As a result, data 

is being generated at a never-seen-before rate. The massive 

scale of data available, presence of anomalies, need for real-

time analytics and relevance of distributed systems gives 

rise to several signal processing opportunities in big data 

(Bo-Wei, Ji, and Rho 2016).   

4.2.4 Neural Networks  

Image analysis and pattern recognition are established 

applications of Artificial Neural Networks (ANN). It is a 

well-known fact that as the number of nodes increase; the 

accuracy of the result gets better. However, the increase in 

node number elevates the complexity of the neural network, 

both in terms of memory consumption and computing 

requirements. In order to combat these challenges, the neural 

network needs to be scaled using distributed and parallel 

methods (Mikolov et al. 2011). Parallel training 

implementation techniques can be used with deep learning 

for processing big data.    

4.2.5 Visualization Methods  

In order to make the analysis usable for the end user, 

analytics results need to be visualized in an understandable 

and clear manner. The high volume and excessive rate of 

generation of data makes visualization of big data a daunting 

challenge. Evidently, it is not possible to use traditional 

visualization methods for this purpose. 

 

5.0 BIG DATA COMPUTING MODELS 

 

This section gives taxonomy (see Fig. 3) of big data 

computing models and discusses the different tools 

belonging to each of the categories.   

 
Fig. 3 – Big Data Computing Models 
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5.1 Batch Processing  

Theoretically, batch processing is a processing mode in 

which a series of jobs are performed on a batch of inputs. 

MapReduce programming paradigm is the most effective 

and efficient solution for batch processing of big data. 

Hadoop, a MapReduce implementation, is identified as the 

most popular big data processing platform.Various tools are 

metioned below. 

 

 Mahout : Used for scalable machine learning in the parallel 

environment  

Pentaho : Hadoop-based software platform for business 

reports generation 

SkyTree : A general-purpose server used for machine 

learning and advanced analytics, which enables optimized 

machine learning implementation for real-time analytics.     

Karmasphere: Hadoop-based platform for analysis of 

business big data 

Datameer Analytic Solution (DAS): HadoopService based 

Platform(PAAS) 

Cloudera: Apache Hadoop distribution system  

 

5.2 Stream Processing  

Stream processing is considered to be the next-generation 

computing paradigm for big data. The tools available for this 

purpose have been described below: 

Storm: Open-source,scalable, faulttolerant,distributed 

system for real-time computation. 

S4: A scalable, pluggable, distributed, fault-tolerant 

computing platform. 

SQLStream : A platform that supports intelligent, automatic 

operations, for processing unbounded large-scale data 

streams. 

Splunk: A platform for analyzing machine-generated data 

streams. 

Kafka: Developed for LinkedIn for in-memory management 

and processing of messaging and stream data. 

SAP Hana: A tool for in-memory processing of data 

streams. 

Infochimps: A cloud suite that provides Infrastructure-as-a-

Service (IaaS) provisioning. 

BigInsights: A stream-based tool by IBM, used in 

Infosphere platform for big data analytics. 

Spark Streaming: Stream processing component of Spark. 

Google  MillWheel : Framework for fault-tolerant stream 

processing. 

SQLstream Blaze: Stream processing suite. 

 

5.3 Graph Processing   

Big data graph processing techniques work in accordance 

with the Bulk Synchronous Parallel (BSP) computing 

paradigm (Cheatham et al. 1996). This computing paradigm 

is commonly used in Cloud Computing.Graph Processing 

Systems are metioned below:- 

Hama (Seo et al. 2010): BSP-inspired computing paradigm 

that runs on top of Hadoop. 

                                                           
 

 

Pregel (Malewicz et al. 2010): A graph computation model 

that approaches problems using BSP programming model. 

Giraph (http://giraph.apache.org/): Scalable, iterative 

graph processing system. 

Apache Spark Bagel (Spark 2016): A Pregel 

implementation, which is a component of Spark. 

Microsoft Graph Engine (Microsoft 2016): In-memory and 

distributed graph processing engine. 

Phoebus (XSLogic 2016): Large-scale graph processing 

framework. 

 

5.4 DAG Processing  

DAG processing is considered a stepup from the 

MapReduce programming model as it avoids the scheduling 

overhead prevalent in MapReduce and provides developers 

with a convenient paradigm for modeling complex 

applications that require multiple execution steps. Dryad 

(Isard et al. 2007) is based on dataflow graph processing-

based programming model that supports scalable and 

distributed programming applications. Another application 

framework that allows execution of a complex DAG created 

from tasks is Apache Tez4. This framework is built on top of 

YARN.     

 

5.5 Interactive Processing  

There needs to be a system that sits between big data 

applications and users to facilitate smooth communication 

between the two entities, in order to make big data 

applications usable. Some of the tools that are developed for 

this purpose are Tableau, Google Dremel (Melnik et al. 

2011), Apache Drill, Google BigQuery, Cloudera Impala, 

Apache Zeppelin, IPython. 

 

5.6 Visual Processing  

One of the most popular tools for visual big data analytics is 

Talend Open Studio5. It can be integrated with Hadoop and 

user interfaces can be easily created using its drag-and-drop 

functionality. Moreover, it also offers RSS feed 

functionality.  

   

6.0 CLOUD COMPUTING FOR BIG DATA 

ANALYTICS 

Cloud Computing has come a long way to become the 

technology that transforms McCarthy’s ideas into reality. 

The introduction of solutions like Amazon’s Elastic 

Compute Cloud (Amazon EC26) and Google App Engine7 

have been historic milestones in the history of Cloud 

Computing.   Cloud Computing is a technology that allows 

on-demand, convenient and ubiquitous network access to 

computing resources that can be configured with minimal 

requirement of management and interaction with the service 

provider. The NIST definition also mentioned the five key 

characteristics, deployment models and delivery models for 

Cloud Computing. An overview of the NIST definition of 

Cloud Computing is illustrated in Fig. 4. There are three 

main components of the Cloud Computing Ecosystem 

 

 

namely, end-user or consumer, distributed server and data 

center. The cloud provider provisions the IT resources to the 

end-user with the help of distributed server and data center. 
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Fig. 4 –

 

Cloud Computing Model Defined By NIST

 

 

6.2.1 Infrastructure-as-a-Service (IaaS) 

 

Popular cloud providers of IaaS are Rackspace8

 

and Amazon 

EC2.  

 

6.2.2 Platform-as-a-Service (PaaS) 

 

While infrastructure forms the base layer and requirement 

for any kind of development or usage, developers may also 

require pre-deployed and pre-configured IT resources.Some 

of the most popular products in this category are .NET-based 

environment provided by Microsoft Azure9

 

and a Python-

based environment by the Google App Engine. 

 

6.2.3 Software-as-a-Service (SaaS) 

 

The shared cloud service can also host software solutions 

that can directly be used by consumers on need basis. 

Products like Google Docs10, which is a shared service and 

provisions documentation software and storage to 

consumers, are examples of SaaS.  

 

6.2.4 Hybrid Models 

  

Apart from the three formal models used for delivery of 

cloud solutions, the user also has the option to use any 

combinations of these models. 

 

6.3 Deployment Models 

 

The cloud environment has three main characteristics 

namely, size, ownership and access. On the basis of these 

three characteristics, the deployment model for the cloud 

environment is determined.  

 

6.3.1 Public Cloud 

 

The creation and maintenance of the cloud environment is 

the sole responsibility of the cloud provider.

 

6.3.2 Community Cloud 

 

The Community Cloud is an adaptation of the Public Cloud. 

The only difference between these two types of deployments 

is that the community cloud restricts access to the cloud 

services. Only a small community of cloud consumers can 

use the services of this cloud.

 

6.3.3 Private Cloud 

 

                                                          

 
 

When an individual or organization owns a cloud and limits 

the access of the cloud to the members of the organization 

only, the deployment model is known as Private Cloud.

 

6.3.4 Hybrid Cloud

  

A deployment model created using two or more deployment 

models is called a hybrid cloud.  

 

6.3.5 Other Deployment Models 

 

Some other cloud deployment models like External Cloud, 

Virtual Private Cloud or Dedicated Cloud and Inter-cloud 

also exist.  

 

 

6.4 What makes Cloud Computing an Ideal Match for Big 

Data? 

 

Big data solutions have two fundamental requirements. 

The size of the data is ‘big’. Therefore, in order to store this 

data, a large and scalable storage space is required. 

Moreover, the standard analytics algorithms are computing-

intensive. Therefore, an infrastructural solution that can 

support this level of computation is needed. The cloud meets 

both these requirements well.  

 

Firstly, there are several low-cost storage solutions 

available with the cloud. Besides this, the user pays for the 

services he or she uses, which makes the solution all the 

more cost effective. Secondly, cloud solutions offer 

commodity hardware, which allows effective and efficient 

processing of large datasets. It is because of these two 

reasons that Cloud Computing is considered an ideal 

infrastructural solution for big data analytics.  

 

 

6.5 Hadoop on the Cloud 

 

One of the most popular frameworks used for big data 

computing is Hadoop. It is an implementation of 

MapReduce that allows distributed processing of large, 

heterogeneous datasets. There are many solutions that allow 

moving of Hadoop to the cloud. Some of the popular 
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solutions are the ones provided by Amazon’s Elastic 

MapReduce11 and Rackspace. There are several reasons why 

running Hadoop on the cloud is gaining immense popularity. 

 

6.5.1 Deploying Hadoop in Public Cloud  

Providers like Hortonworks12, Cloudera13 and 

BigInsights14 offer Hadoop distributions, which can be 

deployed and run on public clouds provided by Rackspace, 

Microsoft Azure and Amazon Web Services15. Such a 

configuration is typically referred to as ‘Hadoop-as-a-

Service’.  The issue with such solutions is that they use 

Infrastructure-as-a-Service (IaaS) provided by the cloud 

providers. In other words, the IT resources being used are 

shared between many customers. This gives the user little 

control over the configuration of the cluster. Besides this, the 

availability and performance of the cluster are also 

dependent on the VM (Virtual Machine) that is being used. 

The advantages of using Hadoop on a private cloud are as 

follows: 

• Better control and visibility of the cluster  

• Better mitigation of data privacy and security 

concerns  

6.5.3 Key Considerations for Deployment  

There are obvious advantages of running Hadoop on the 

Cloud. However, it is important to understand that this does 

not come without problems and potential issues. Some of the 

things that must be paid heed to before using Hadoop on the 

cloud are given below.   

• The security provided by the Hadoop cluster is 

very limited in its capability. Therefore, the 

security requirements and criticality of data being 

shared with the Hadoop cluster need to be 

carefully examined, in advance.   

• Typically, Hadoop runs on Linux. However, 

Hortonworks also provides a Hadoop distribution 

that works with Windows and is available on 

Microsoft’s Azure Cloud. It is important to 

identify the operating system requirements and 

preferences before choosing a Cloud-based 

Hadoop solution.   

• Hadoop can never be viewed as a standalone 

solution. When it comes to designing big data 

analytics applications, you will need to look 

beyond the Hadoop cluster and see if the cloud 

solution supports visualization tools like Tableau 

and R, to serve your purpose in totality.  

• An important consideration that is usually 

overlooked is data transmission. Is the data 

already on the cloud or will it have to be loaded 

from an internal system? If the application needs 

transferring of data from one public cloud to 

another, some transmission fees may apply.   

                                                           
 

 

 

• Using the VM-based Hadoop cluster may suffer 

from performance issues. These arrangements are 

good solutions only for development and testing 

purposes or unless performance is not an issue.  

 

7.0 CHALLENGES AND OPPORTUNITIES: 

Big data computing requires the use of several techniques 

and technologies. MapReduce and Hadoop are certainly the 

most popular and useful frameworks for this purpose. Apart 

from Cloud Computing, it has also been proposed that bio-

inspired computing; quantum computing and granular 

computing are potential technologies for big data computing 

(Philip Chen and Zhang 2014). However, each of these 

technologies needs to be adapted for this purpose and is not 

free from potential challenges.  

Owing to the elasticity and scalability of cloud solutions, this 

technology is one of the frontrunners for big data computing 

(Talia 2013). With that said, the feasibility and viability of 

using a synergistic model is yet to be explored. NESSI 

presented challenges specific to implementation of existing 

machine learning techniques for big data computing and 

development of analytics solutions, mentioning the 

following requirements as fundamental (NESSI 2012).   

• There is a need for development of solid scientific 

foundation, to facilitate selection of method or 

technique that needs to be chosen.   

• There is a need for development of scalable and 

efficient algorithms that can be used.   

• The developed algorithms cannot be implemented 

unless appropriate technological platforms have 

been selected.   

• Lastly, the solution’s business viability must be 

explored.     

There are several identified challenges related to the use 

of Cloud Computing for big data analytics (Hashem et al. 

2015, Assunção et al. 2015). Big data in the cloud suffers 

from several trials, both technical as well as non-technical. 

Technical challenges associated with cloud-based big data 

analytics can further be divided into three categories namely, 

big data management, application modeling and 

visualization.   

Challenges associated with characteristics, storage and 

processing of big data are included in big data management. 

Management of big data is a challenging task considering the 

fact that data is continuously increasing in volume. 

Moreover, aggregation and integration of unstructured data, 

collected from diverse sources is also under research 

consideration. There are two aspects of data acquisition and 

integration. Firstly, data needs to be collected from different 

sources.  

Besides this, the collected data may be structured, 

unstructured or semi-structured, in type. Integration of a 

 

 

variety of data types into an aggregation that can be further 

used for analytics is an even bigger problem. 
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CONCLUSION:

 

 

The amount of data generated by devices and other internet 

based sources regularly is huge, which is called big data. 

This data can be processed and analyzed to develop useful 

applications for specific domains. Several mathematical and 

data analytics techniques have found use in this sphere. This 

has given rise to the development of computing models and 

tools for big data computing. This chapter illustrate the big 

data problem, giving useful insights in the tools, techniques 

and technologies that are currently being used in this 

domain, with specific reference to Cloud Computing, as the 

infrastructural solution for the storage and processing 

requirements of big data.

 

Although, the big data problem can 

model any data-intensive system, there are some established 

practical applications that have gained popularity amongst 

the research community and governing authorities. These 

applications include smart cities (Khan, Anjum, and Kiani 

2013), analytics for healthcare sector (Raghupathi and 

Raghupathi 2014), asset management system for railways 

(Thaduri, Galar, and Kumar 2015), social media analytics 

(Burnap et al. 2014), geospatial data analytics (Lu et al. 

2011), customer analytics for the banking sector (Sun et al. 

2014), e-commerce recommender systems (Hammond and 

Varde 2013) and Intelligent Systems for transport (Chandio, 

Tziritas, and Xu 2015), in addition to several others.   

 

 

7.0 FUTURE RESEARCH DIRECTIONS

 

 

There is a need for a Cloud-based framework to facilitate 

advanced analytics. The analytical workflow is composed of 

several steps, which include data acquisition, storage, 

processing, analytics and visualization. Besides this, each of 

these steps is composed of many sub-steps. For instance, 

data acquisition is composed of sub-steps like data 

collection, pre-processing and transformation.  

 

 

With specific focus on processing and analytics, existing 

solutions in the field are not generic. There is tight coupling 

between field-specific analytical solutions and data model 

used for the same. In addition to this,

 

data model diversity 

also exists as a fundamental issue for generic framework 

development. Lastly, the data characteristics used to classify 

data as big data varies substantially with time and changes 

from one application to another. Research needs to be 

directed towards development of a generic analytical 

framework and cloud-based big data stack that addresses the 

complexities of issues mentioned above. 

 

Big data technology applies and appeals to every walk of 

human life. There is no technology enabled system that 

cannot make use of the big data-powered solutions for 

enhanced decision making and industry-specific 

applications. However, in order to make this technology 

commercially viable, research groups need to identify 

potential ‘big’ datasets and possible analytical applications 

for the field concerned. With that said, the feasibility and 

commercial viability of such analytical applications need to 

aligned with business and customer requirements.    
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