ELECTRIC LOAD FORECASTING USING ANN
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Abstract—Load forecasting is a very important factor for the electric industry in the deregulated economy. It is having many applications including energy purchasing and generation, load switching, contract evaluation, and infrastructure development. Many of mathematical methods have been developed for load forecasting. Load forecasting is the technique by using of which we can predict the electrical load. In case of deregulated market, the generating company have to know the market load demand for generating near to accurate power. If production will is not be sufficient to fulfill the demand, there would be the problem of irregular supply and if there is the case of excess generation the generating company will have to bear the cost. To overcome this problem there is a technique named as Neural network techniques, which have been recently suggested for short-term load forecasting by a large number of researchers. In this paper the applicability of this kind of models is discussed. This paper presents the basic idea behind load forecasting. There are many number of model suggested for the same, but the large variation and lack of comparisons make it difficult to directly apply proposed methods. It was concluded that a comparative study of different model types seems necessary. Several models were developed and tested on the real load data of a Finnish electric utility. In this paper we will discuss back propagation neural networks approaches to load forecasting.

Index Terms—Neural Networks, Back Propagation.

I. INTRODUCTION

The most used thing in today’s world is energy. We are using energy in various forms in our day to day life i.e. electricity, refined oils, LPG, solar energy, wind energy, chemical energies in form of batteries and many other forms. Sometimes we are extravagant and sometimes we are careful. But the aim is to provide the uninterrupted supply to the users of electricity, and to achieve the aim there must be proper evaluation of present day and future demand of power. That’s why we need a technique to tell us about the demand of consumers and the exact capability to generate the power and this need LOAD FORECASTING technique. It is used by power companies to estimate the amount of power needed to supply the demand. It tells about the scenario of present and future load demand. It has many applications including energy purchasing and generation, load switching, contract evaluation, and infrastructure development. Load forecasting has become in recent years one of the major areas of research in electrical engineering. Load forecasting is however a difficult task. First, because the load series is complex and exhibits several levels of seasonality. Second, the load at a given hour is dependent not only on the load at the previous day, but also on the load at the same hour on the previous day and previous week, and because there are many important exogenous variables that must be considered.

II. ARTIFICIAL NEURAL NETWORK

A neuron with a single input vector containing R elements is shown in Figure 1. P1, P2, PR are the input elements. w1,1, w1,2, ..., w1,R are the corresponding weights for individual input element. The dot product of input elements and corresponding weights are fed to the summing neuron. A single bias b is then added to the summing neuron to form n to feed as the input for the transfer function f. A mathematical explanation of n is shown in Eq. (1).

\[ n = w_{1,1}P_1 + w_{1,2}P_2 + \cdots + w_{1,R}P_R + b \] (1)

Finally, an output a is calculated through the transfer function. Some common transfer functions utilized in neural networks are shown in Figure 2. A transfer function acts as a squashing function, such that the output of a neural network is between certain values (usually between 0 and 1, or -1 and 1). Generally speaking, there are three major transfer functions. The first one is the Threshold Function where the output of the transfer function would be a 0 if the Summed input is less than a certain threshold value. When the summed input is greater than or equal to a certain threshold value, the output of the transfer function would be a 1. Let \( \phi \) be the transfer function and \( \nu \) be the input. A Threshold Function is shown in Eq. (2).
\[
\phi(v) = \begin{cases} 
1 & v \geq \frac{1}{2} \\
\frac{1}{2} & \frac{1}{2} > v > \frac{1}{2} \\
0 & v \leq -\frac{1}{2}
\end{cases}
\]  
(2)

The last transfer function is the Sigmoid Function whose range is from 0 to 1 shown in Eq. (3). The modified sigmoid function, also referred as the Hyperbolic Tangent Function has a range from -1 to 1 shown in Eq. (4).

\[
\phi(v) = \frac{1}{1 + \exp(-av)}
\]  
(3)

where \( a \) is a slope parameter of the sigmoid function.

\[
\phi(v) = \tan\left(\frac{v}{2}\right) = 1 - \frac{1 - \exp(-v)}{1 + \exp(-v)}
\]  
(4)

III. WORKING PRINCIPLE OF ARTIFICIAL NEURAL NETWORKS

The working principles of an artificial neural network are very straightforward. Let us take a three-layer feed forward neural network as shown in Figure 3. From left to right, starting from the input layer, each input neuron is connected to every hidden neuron in the hidden layer. Then, each hidden neuron in the hidden layer is also connected to every output neuron in the output layer. Signals are passing through the input layer and multiplied by the corresponding synaptic weights. Those multiplied signals are then summed at the hidden layer and activated by a transfer function. Let \( i \) denote the input layer, \( j \) denote the hidden layer, \( k \) denote the output layer, \( y_i \) denote an input signal, \( w_{ji} \) denote a synaptic weight between input and hidden layer, \( v_j \) denote the summed signal at a hidden neuron, and \( \phi_i(.) \) denote the transfer function at the hidden layer. We could write the summing equation at the hidden layer as

\[
v_j(n) = \sum_{i=1}^{n} w_{ji}(n)y_i(n)
\]  
(5)

where \( n \) is the number of input signals. The activated sum through transfer function could be written as

\[
y_j = \phi_j(v_j) + b_j
\]  
(6)

where \( b_j \) is a threshold value at the hidden layer. The transfer function could be anyone of the step, piecewise-linear, sigmoid, or hyperbolic tangent function.

The activated signal \( y_j \) in the hidden layer would be multiplied by the synaptic weight \( w_{kj} \) between the hidden layer and the output layer and summed at the output layer. Those summed intermediate signals would then be activated by the transfer function at the output layer. Let \( v_k \) denote the summed signal at the output layer, \( \phi_k(.) \) denote the transfer function, and \( y_k \) denote the output signal. We could write the summing equation at the output layer as

\[
v_k(m) = \sum_{j=1}^{m} w_{kj}(m)y_j(m)
\]  
(7)

where \( m \) is the number of hidden neurons. The activated sum through transfer function could be written as

\[
y_k = \phi_k(v_k) + b_k
\]  
(8)
where $b_k$ is a threshold value at the output layer. Again, the transfer function could be anyone of the step, piecewise-linear, sigmoid, or hyperbolic tangent function. Usually a piecewise-linear function is utilized as a transfer function at the output layer.

IV. PROPOSED WORK

A broad spectrum of factors affect the system’s load level such as trend effects, cyclic-time effects, and weather effects, random effects like human activities, load management and thunderstorms. Thus the load profile is dynamic in nature with temporal, seasonal and annual variations. In our project we developed a system that predicted 24 hour at a time load demand. As inputs we took the past 24 load and the day of the week. A back propagation neural network is designed to train input data according to target data. Before training of data, some pre-processing operation is performed like mapping of mean to 0 and standard deviation to 1 of each row of input and to make each row highly uncorrelated principle component analysis of column of matrices is done. The inputs are then fed into our Artificial Neural Network (ANN) and after sufficient training were used to predict the load demand for the next week. A schematic flow chart of our system is shown in Fig 4. A simulink model of neural network comes into existence after running the script in MATLAB, which train the input data as per target values and also tell how much data is actually trained accurately. Regression fulfills this purpose. For perfectly fitting of input values to output regression value should be in between 0.998-1.00. Although in MATLAB neural network toolbox training parameters are predefined but these can be change for better performance. In my work, number of echoes is set to 700 and learning rate is 0.3.

V. RESULTS

While training the model the difference between target value and input value should be minimum. It is defined in terms of mean square error. For our network the MSE graph is shown in figure 5.

Value of MSE continuously decreases first and then becomes constant. It shows my designed neural network model holds good for target data. One more performance parameter Regression graph is shown in figure 6.
In above graph black dotted line represents exact training of input values. Whole data should lie on this line. Black circle represents data in above graph. After inputting of data into neural network and training it, finally graphs are plotted between load values of 24 hrs in each day in a week as shown in figure 7.

**VI. CONCLUSION**

The result of BPP network model used for one day ahead short term load forecast, shows that BPP network has a good performance and reasonable prediction accuracy was achieved for this model. Its forecasting reliabilities were evaluated by computing the mean absolute error between the exact and predicted values. We were able to obtain an Absolute Mean Error with a high degree of accuracy. The results suggest that ANN model with the developed structure can perform good prediction with least error and finally this neural network could be an important tool for short term load forecasting.
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