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Abstract—The necessity of efficient intrusion detection system increased recent research to be focused on hybrid techniques for better results. In recent research, plenty of intrusion detection systems have been proposed with various data mining techniques, machine learning mechanisms and fuzzy logic. Existing intrusion detection system suffered from higher false positive rate and negative rate. This paper proposes the integrated approach such as clustering with Fuzzy neural network for efficient detection rate. In this proposed approach, Fuzzy C-Regression technique is used to construct different training subsets. Then, FNN model is used to take decision making. This proposed approach significantly reduces the false positive and negative rate.
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I. INTRODUCTION

Intrusion Detection Systems (IDS) used to help detect and curb different types of attack. Nowadays the attacks in the network turn out to be unavoidable, the existing security systems cannot efficiently identify the powerful attacks such as denial of service, viruses, worms etc so that performance of the security system should be increased by using various techniques for detecting attacks earlier [3]. Many intrusion detection systems are introduced based on the statistical algorithm, heuristic algorithm and many researches has been conducting for improving the security solutions [12]. In Internet, intrusion detection system plays a vital role in detecting the network attacks, such as denial of service (DoS), viruses, worms, trojan horses, spyware, and so on.

Furthermore, various kinds of attacks reduce network performance significantly and dilemma users. However, based on the high volume of data traffic involved in a network system, effects of redundant and irrelevant data should be minimized if a qualitative intrusion detection mechanism is genuinely desirable. The main goal of IDS is to prevent the happening of intrusions in the network by classifying packets into two types of attacks and normal.

IDS has been classified based on principle that intruder features which are misuse detection and anomaly detection. The differences of these two types are in their patterns.

The misuse intrusion detection regularly examine the network and try according to some predefined signature patterns matches on the network by pattern matching techniques. The anomaly network intrusion based systems provide normal traffic patterns and try to find the deviation from the normal behavior. One of the most important things in the IDS is computational speed and comparison accuracy [15]. According to the tremendous features in each transaction of network a proper mechanism is required to derive an effective subset of features in order to recognize the intrusions.

A number of intrusion detection systems are developed based on many different machine learning techniques. Existing studies apply single learning techniques, such as neural networks, genetic algorithms, support vector machines, etc. Some systems are based on combining different learning techniques, such as hybrid or ensemble techniques[18]. In particular, these techniques are developed as classifiers, which are used to classify or recognize whether the incoming Internet access is the normal access or an attack. Considerably the hybrid approach provides better results than single classifier approach. Artificial Neural Network based Fuzzy c-means clustering is proposed to detect intrusion observed to provide better result and security. This method suffered from certain drawbacks such as lower detection precision for low frequency attacks [20].

The present research work develops an extension of the FC-ANN approach. In order to overcome the drawbacks of fuzzy c-means clustering, an efficient Fuzzy c-regression clustering approach is presented in this research work for clustering [13]. Additionally Fuzzy Neural Network (FNN) is used for better performance. KDD NSL data set is used for simulation result. KDD NSL is the subset of benchmark KDD 99 cup data set, which reduces the duplicate features of old data set. Section 2 describes the related work. Section 3 describes proposed methodology for detection and decision support in an intrusion detection system. Section 4 organized as conclusion and future work.
II. RELATED WORK

In tremendous network traffic, it is tedious to maintain unbalanced distribution of data, hard to detect boundaries between normal and abnormal behaviors, and adapting to contingency environment [6]. Here we are describing some existing systems for intrusion detection and their potential shortcomings.

Jiang et al. [15] proposed serial and parallel hierarchical neural networks for IDS, which is based on radial basis function (RBF). This approach concentrates misuse and anomaly-based detection. In this approach C-mean clustering algorithm is used to group intrusions into different categories. Therefore, IDS will automatically use these groups to train a new RBF classifier to detect emergent intrusions.

Yang Li, Li Guo [17] proposed supervised intrusion detection method based on TCM-KNN algorithm and active learning method. In this approach feature selection and mapping classical attack patterns of specific application to limited points are the most important problems in real network.

Wenyeng Feng et.al [18] proposed IDs based on SVM with ant colony method. This IDS not consider the feature extraction of intrusion effectively. SVM classifiers are not enough for properly handling the multiclass cases.

Saurabh Mukherjee and Neelam Sharma [19] proposed Naïves Bayes classifiers based intrusion detection. FVBRM model for feature selection and make its comparison with three feature selectors CFS, IG and GR. Naïve bayes classifier has its own drawbacks for feature classification of attacks. This method improved the feature selection on someway but failed to produce better result for U2R attacks.

In [20], Hybrid Intelligent Intrusion Detection System is proposed based on specific AI approach for intrusion detection. The technique includes neural networks and fuzzy logic with network profiling. The system detects both anomaly and misuse attacks. Simple if – then Fuzzy rules reflect common ways of describing security attacks. There have been many techniques used for machine learning applications to tackle the problem of feature selection for intrusion detection.

Gan Xu-sheng, et al. [21] proposed anomaly detection mechanism based on PLS and CVM algorithm, the problem of feature extraction and fast modelling for large-scale sample data in anomaly intrusion detection can be solved.

III. METHODOLOGY

This research work presents an improved version of the intrusion detection system based on the Fuzzy C- regression clustering along with the Fuzzy Neural Network. The Fuzzy C-Regression Model (FCRM) of Hath-away and Bezdek [13] was introduced to classify objects into similar groups. FCRM yields simultaneous estimates of parameters for fuzzy C-regression models, while fuzzy partitioning a given dataset. It is supporting hyperplane-shaped clusters.

The proposed framework includes both training phase and testing phase. The arbitrary dataset DS is divided into training set TR and testing TS. Using the Fuzzy C-Regression clustering model the dataset is divided into different training datasets TR₁,TR₂,TR₃,…TRₖ. Training subsets are applied to rule based fuzzy neural network to extract features and produce the results.

The proposed method applied the following procedure:

Step 1. Apply Fuzzy C-Regression Mechanism on NSL data set
FCRM performs regression process with the number of similar clusters c(2<ś<ₙ) from training dataset. Values of cluster centers are obtained then, membership values are obtained by using these values of cluster centers.

Step 2. Form fuzzy partition matrix.
Calculate fuzzy partition matrix and obtain the representatives of each cluster from weighted member function.

Step 3. Establish the fuzzy relationship with neural network.
Attack patterns are extracted based on fuzzy classifier to discriminate normal and attack data.

Step 4. Defuzzify the results.
Discriminate normal and abnormal attacks.

The FCRM clustering algorithm consists of two phases, calculating fuzzy partition matrix and obtaining the representatives of each cluster, which is carried out separately from the former phase. The solution of representatives of clusters is obtained by weighted recursive least square (WRLS), which needs iteration and this process, is embedded in the outer iterative frame [24]. The proposed system mainly used for detecting the malicious activities and it consist of the Fuzzy C- regression clustering, FNN module and fuzzy aggregation module. In intrusion detection system, detection algorithm is not only enough for detecting intrusion effectively, but also feature selection method is also an important process in IDS. The NSLKDD dataset is used for the evaluating the performance of the proposed IDS. The dataset used in this research has certain features as shown in table 1. The data type of the features is either discrete or continuous and it is labelled as either normal or an attack types.

A. Dataset

One of the most important deficiencies in the KDD data set is the huge number of redundant records, which leads inaccuracy in detection rate. Herewith there are two main reasons for this first one is lots of duplicates in training and testing records. The second one is the lack of difficulty measurement in records. Redundant records in training dataset prevents learning method from learning rare records such as U2R attack and R2L attack causes wrong results in testing dataset. Lack of difficulty level can wrongly increase accuracy rate. Because of the simplicity of dataset, learning methods can provide high accuracy without any trouble.
PSB = \left\{ x_{k1}, \ldots, x_{kM} \right\} \in \mathbb{R}^M is the input vector, \( y_k \in \mathbb{R} \) is the output and \( \theta_i = [a_{i1}, \ldots, a_{iM}, b_{i0}] \in \mathbb{R}^{M+1} \) is the parameter vector of the corresponding local linear model.

The distance (error measure) between the value predicted by the model \( f_i(x_k, \theta_i) \) and the output \( y_k \) is defined by

\[ E_{ik}(\theta_i) = |y_k - f_i(x_k, \theta_i)|. \]  

The distances \( (E_{ik}(\theta_i)) \) are weighted with the membership values \( \mu_{ik} \) in the objective function that is minimized by the clustering algorithm and is given as

\[ J(S; U, \theta) = \sum_{k=1}^{N} \sum_{i=1}^{c} (\mu_{ik})^m E_{ik}^2(\theta_i). \]

where \( m \) is the weighting exponent and \( \mu_{ik} \) is the membership degree of \( x_k \) to the \( i \)-th cluster. The membership values \( \mu_{ik} \) have to satisfy the following conditions:

\[ \mu_{ik} \in [0, 1], \quad i = 1, 2, \ldots, c, k = 1, 2, \ldots, N. \]  

\[ 0 < \sum_{i=1}^{c} \mu_{ik} < N, \quad i = 1, 2, \ldots, c, \]  

\[ \sum_{k=1}^{N} \mu_{ik} = 1, \quad i = 1, 2, \ldots, N. \]

The identification procedure of the FCRM algorithm is summarized as follows[35]. Given data S, set \( m=1 \) and specify regression model (eqn.1) and choose error measure (eqn.2).

Select termination threshold \( \varepsilon > 0 \) and initialize \( \mathbf{U}^{(0)} \).

2) Algorithm

Repeat for \( l=1,2,3, \ldots \).

Step 1. Calculate values for c model parameters \( \theta_i^{(l)} \) in eqn.1 and that globally minimize the restricted function in Eqn.3.

Step 2. Update \( \mathbf{U}^{(l)} \) with \( E_{i k}^{(l)}(\theta_i^{(l)}) \) to satisfy

\[ U_{ik}^{(l)} = \begin{cases} \left[ \frac{\sum_{j=1}^{c} (E_{j k}^{(l)})^{\frac{2}{m-1}}} {E_{j k}^{(l)}} \right]^{-1} & \text{if } E_{ik} > 0 \text{ for } l \leq i \leq c \\ 0 & \text{otherwise} \end{cases} \]

Until \( \| \mathbf{U}^{(l)} - \mathbf{U}^{(l-1)} \|_2 \leq \varepsilon \) then stop. Otherwise, set \( l = l+1 \) and return to step 1.

**TABLE 1**

REDUNDANT RECORDS IN KDD99 TRAINING DATA SET

<table>
<thead>
<tr>
<th>Original Records</th>
<th>Distinct Records</th>
<th>Reduction Rate</th>
</tr>
</thead>
<tbody>
<tr>
<td>Normal</td>
<td>972,781</td>
<td>16.44%</td>
</tr>
<tr>
<td>Anomaly</td>
<td>3,925,650</td>
<td>93.32%</td>
</tr>
<tr>
<td>Total</td>
<td>4,898,431</td>
<td>78.05%</td>
</tr>
</tbody>
</table>

**TABLE 2**

REDUNDANT RECORDS IN KDD99 TESTING DATA SET

<table>
<thead>
<tr>
<th>Original Records</th>
<th>Distinct Records</th>
<th>Reduction Rate</th>
</tr>
</thead>
<tbody>
<tr>
<td>Normal</td>
<td>60,591</td>
<td>20.92%</td>
</tr>
<tr>
<td>Anomaly</td>
<td>250,436</td>
<td>88.26%</td>
</tr>
<tr>
<td>Total</td>
<td>311,027</td>
<td>75.15%</td>
</tr>
</tbody>
</table>

NSL-KDD dataset covers four major categories of attacks such as Probing attacks (information gathering attacks), Denial-of-Service (DoS) attacks (deny legitimate requests to a system), user-to-root (U2R) attacks (unauthorized access to local super-user or root), and remote-to-local (R2L) attacks (unauthorized local access from a remote machine). NSL-KDD dataset is divided into labeled and unlabeled records which class attribute has 21 predicated labels for each record.

B. Intrusion detection system Framework

NSL-KDD data set is classified into training and testing data set. Fuzzy c-Regression algorithm partition the training data set TR1, TR2,...,TRn and forms the clusters. Output from FCRM module is passed through FNN module which has input nodes corresponding to major category of attacks such as Dos, Probe, R2L, L2R and normal. Figure.1 shows the framework of intrusion detection system.

C. Fuzzy C-Regression Clustering

1) Objective Function

Let \( S = \{(x_{11}, y_1), \ldots, (x_{1N}, y_N)\} = f_{x_1}(x_k, y_k), k = 1, \ldots, N \) be a set of input–output sample data pairs. Assume that the data pairs in \( S \) are drawn from \( c \) different fuzzy regression models. The hyper-plane of the \( i \)-th cluster representative is expressed as follows:

\[ y_k = f_{i}(x_k, \theta_i) = a_{i1}x_{k1} + a_{i2}x_{k2} + \ldots + a_{iM}x_{kM} + b_{i0}, \quad \theta_i = [a_{i1}, \ldots, a_{iM}, b_{i0}] \in \mathbb{R}^{M+1} \]

where \( x_k = [x_{k1}, \ldots, x_{kM}] \in \mathbb{R}^M \) is the input vector, \( y_k \in \mathbb{R} \) is the output and \( \theta_i = [a_{i1}, \ldots, a_{iM}, b_{i0}] \in \mathbb{R}^{M+1} \) is the parameter vector of the corresponding local linear model.
D. Fuzzy Neural Network

The combination of the fuzzy logic and artificial neural network is used in the neural network is explained in [24, 25]. The FNN is one of the important topics in the research field because it is used in various applications.

Fuzzy neural network is used to learn parameters of the fuzzy sets, fuzzy rules and weights of the rules of a fuzzy system in an iterative way. A neuro-fuzzy system can be interpreted as a set of fuzzy rules. This system can be total created from input output data or initialised with the a priori knowledge in the same way of fuzzy rules. The resultant system by fusing fuzzy systems and neural networks as advantages of learning through patterns and the easy interpretation of its functionality. Fuzzy systems are suitable for uncertain or approximate reasoning, especially for the system with a mathematical model that is difficult to derive. Fuzzy logic allows decision making with estimated values under incomplete or un-certain information. Neural networks are used to tune membership functions of fuzzy systems that are employed as decision-making systems for controlling equipment. This system applies fuzzy IF-THEN rules in a constructive way.

The basic functions of neural network is training the input data, output data, parameter connection between the neurons which is adjusted through the repeated error corrections and these functions are mainly used to achieve the purpose of learning. The normal if-then rules in the network cannot be encoded directly. The only method is giving a large number of training data to the system. When the fuzzy system is compared with the neural network, the input values can be directly encoded in the fuzzy systems and the tolerance level is also high in fuzzy based system than the neural network [26].

IV. EXPERIMENTAL RESULTS AND DISCUSSION

This section depicts the experimental results and performance evaluation of the proposed system. Today network traffic data is increasing rapidly. In order to detect intrusion from large traffic data, detection algorithm, and feature selection method have to more efficient. NSL KDD data set is used for evaluating intrusion detection system. The proposed system can easily filters records to improve detection accuracy. The data in NSL-KDD dataset is either labeled as normal or the 24 different kinds of attack. These attacks can be grouped into four major types Probe, DoS, R2L, and U2R. In this proposed mechanism, FCRM algorithm clustering data by various parameters and FNN used to classify network traffic as normal and attack behavior. The effectiveness of the algorithm is identified from high detection ratio and accuracy. The results of the proposed method are presented in table 3.

The evaluating parameters such as precision recall F-value are used in this study to evaluate the proposed system. The experiment is conducted and the simulated results are compared for 21 features of NSL-KDD dataset for 5000 records with the other types of intrusion detection system. The parameters are taken here are measurement of precision, recall and f-value of the systems.

Fig.3 Attack Detection of FCRM-FNN methods
TABLE 3
COMPARISON OF DETECTION RATIO WITH 21 FEATURES OF NSL-KDD DATA SET

<table>
<thead>
<tr>
<th>Class Name</th>
<th>SVM system</th>
<th>FC-ANN</th>
<th>FCRM-FNN</th>
</tr>
</thead>
<tbody>
<tr>
<td>Normal</td>
<td>99.5%</td>
<td>99.6</td>
<td>99.89</td>
</tr>
<tr>
<td>DoS</td>
<td>99.2%</td>
<td>99.91</td>
<td>99.76</td>
</tr>
<tr>
<td>U2R</td>
<td>81.2%</td>
<td>83.33</td>
<td>57.72</td>
</tr>
<tr>
<td>R2L</td>
<td>54.6%</td>
<td>93.18</td>
<td>95.2</td>
</tr>
<tr>
<td>Probe</td>
<td>95.3%</td>
<td>48.12</td>
<td>95.5</td>
</tr>
</tbody>
</table>

The comparison of detection ratio between the SVM, FC-ANN and FCRM-FNN is represented in the graph. The detection ratio of the proposed method is compared with the existing system detection ratio. The system performance is measured based on the detection ratio and the proposed approach outperforms the existing system.

V. CONCLUSION

For efficient intrusion detection system approach the fuzzy clustering and fuzzy rule based neural network mechanisms have been employed in order to obtain accurate results [23]. The existing mechanism FCM does not consider the functional relationship of clustering variables. The proposed FCRM algorithm improves the modeling accuracy by forming fuzzy partition matrix of data and parameters which represents cluster centers. This is forming similar clusters with function relationship of input and output variable in first phase. Then second phase fuzzy rule discriminates normal and attach behavior of data to achieve desired results efficacy. The evaluation of the algorithm prominently measured in precision, recall and f-value analysis.
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