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Abstract- In this paper proposed a kernel F-score feature 

selection (KFFS) to select the features of the heart Rate 

Variability (HRV) congestive heart failure patients. In the 

proposed KEFS methods the input HRV data are 

transformed into linear kernel functions. If the specific F-

score value of anyone of the feature in CHF is bigger than this 

mean value of F-score value of the feature that feature will be 

selected or else it is removed from the patient records. From 

this point the unimportant feature are removed. Fuzzy neural 

network (FNN) was employed to classify the HRV with CHF 

selected features data into low, middle and high risk to assess 

the risk of the each patient. It shows that the proposed FNN 

classification has higher classification results in terms of the 

sensitivity, precision and a specificity rate in discovering 

elevated risk patients. Finally, the results achieved by the 

FNN are understandable and reliable through preceding 

learning with the intention of depressed HRV for evaluation 

of the risk for patients who have majorly suffered from CHF. 

Key words: Feature Selection, Classification, Heart Rate 

Variability (HRV), Fuzzy Neural Network (FNN), Radial Basis 

Function (RBF), kernel F-score feature selection (KFFS), 

Congestive Heart Failure (CHF) patients. 

I. INTRODUCTION 

Congestive heart failure (CHF) is a pathophysiological 

situation occurs due to abnormal condition in the heart  

based on the blood pressure in the human body. This CHF 

is measured based on the classification methods .Similarly 

Heart rate variability (HRV) is occurs based on the 

differentiation among heartbeats from ectrocardiographic 

signal (ECG) recorded signal for each one of the patient . 

Several number of the studies have been proposed in 

earlier work to measure the relationship between the HRV 

and CHF [1-2]. The lower level of the CHF is measured 

between ranges from 0.03 and 0.15 Hz . Guzzetti et al [3] 

also proposed a non-linear analysis based HRV to analysis 

the CHF patients simultaneously perform for both time 

domain and spectral analysis of HRV. Though, HRV 

parameters were as anticipated concerned through its 

impulsive variation [4], respiration [5], proposition artifacts 

[6], and so on. As a result it said that some of the HRV 

based assessment not used to measure CHF evaluation. 

Conservative, the New York Heart Association (NYHA) 

classification, is one of the majorly used classification 

method to measure the CHF with HRV rate [7-8].  

Recently, small number of the works has been 

proposed with more attention to analysis the CHF and 

HRV assessment proves based on the HRV signals from 

the each one of the patient. Asyali et al [9] developed an 

efficient time and frequency domain based HRV Bayesian 

classifier to distinguish CHF disease .The results of this 

classifier is measured in terms of the classification 

parameters such as with sensitivity and specificity rate of 

respectively [9]. Isler et al [10] developed an efficient 

differentiation method to combine the features of the HRV 

from the wavelet entropy and measure the HRV parameters 

through the genetic algorithms; classification is performed 

by using the k-nearest neighbor classifier. 

Several number of the work have been performed to 

measure the relationship between the HRV and the CHF 

[11] with NYHA classification scale.  [11]. But these 

classifier not support the HRV based features, it is solved 

by Yang et al. [12] who included HRV .This method 

doesn‟t provide information about the signals.  

The main motivation of the research is to investigation 

the difference of the moment in time epoch among 

consecutive heart beats, through the altering of the 

physiological conditions. It measures the intrinsic and 

extrinsic  relationship of the heart rate. It is helpful to 

appreciate the interplay among the considerate and 

parasympathetic nervous system, which provide to up  and 

slow down the heart rate, correspondingly. 

This work proposed an automatic HRV with CHF 

based classification system  to analysis the risk of the 

everyone of the patients .Initially the patients records are 

labeled into low ,high and medium risk patients  from 

Holter databases These  mild risk are labeled as NYHA I 

and II, lower risk  and higher risk patients records are 

labeled as NYHA III and IV .In this work the important 

features  of Congestive Heart Failure (CHF) patient‟s data 

are selected based on the kernel F-score feature selection 

methods. Fuzzy neural network is proposed to classify the 

CHF patient‟s records into low, high and middle CHF 

risks. 
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II. BACKGROUND STUDY 

In the twenty years ago, Sayers as well as others 

mainly focused attention existence of physiological 

rhythms. It is imbedded in beat-to-beat heart rate signal. 

Frequency–domain analyses throw in accepts automatic 

background RR interval fluctuations in the heart rate record 

[13]. The clinical substance of HRV is a strong furthermore 

self-determining predictor of humanity follow an acute 

myocardial infarction. AMONG the accessibility of new, 

digital, high frequency, 24-hours multi-channel 

electrocardiographic recorders, HRV potential on the way 

to provide further valuable insight interested in 

physiological along with pathological conditions also to 

enhance risk stratification. 

To measure the results of the HRV the series of the 

regular normal NN intervals have been converted into the 

geometric form of the pattern using the sample density 

distribution, if finds the difference between the Normal NN 

intervals and Lorenz plot of NN intervals, etc., and a 

straightforward method is used which board of judges the 

unpredictability founded based on the geometric properties. 

For the most part geometric methods necessitate the NN 

interval succession to be transformed to a disconnected 

scale which is not too very well and which authorize the 

structure of round histograms. 

The most important key advantage of the geometric 

methods is that it fabrication in their comparative 

inattentiveness to the investigative value of the progression 

of NN intervals [14]. But the major problem of this works 

is that it requires at least 20 min to create a geometric 

pattern to measure the HRV and CHRV results .In realtime 

applications it becomes not a easy task so these methods 

are not easily adaptable to smallest range of the HRV and 

CHF. 

A. Spectral components:  

In generally there are three major spectral components 

are specified in this work to measures the Heart Rate 

Variability (HRV) measured from the normal  short-term 

recordings between two to five min [15] intervals  very low 

frequency (VLF), low frequency (LF), and high frequency 

(HF) components. The values of the LF and HF are not 

fixed based on any threshold values, but it may be varied 

based on the inflection of the heart rate time [15]. The 

measurement of the VLF component is used less in earlier 

works and presented VLF component are mostly attribute 

dependent able to the HRV. 

B. Rhythm pattern analysis:  

In earlier „peak-valley‟ procedures are proposed to 

measure the HRV rate, it is based on the procedure of the 

summit and the lowest point of oscillations [16]. In 

generally the procedure of the summit is easy to extend the 

longer variations to measure the HRV measurements. The 

variations of the HRV are distinguished based on the 

slowing, frequency, the wavelength and amplitude. The 

most majority of the short- to mid-term recordings, the 

outcomes are measured based on the frequency and time 

domain components of Heart Rate Variability [17].  

C. Non-linear methods 

These methods are generally used to measure the 

results from genesis of HRV. It is determined based on the 

multifaceted relations of haemodynamic, 

electrophysiological and human being variables through 

essential worried system. It has been hypothesize with the 

intention for the analysis of HRV with non linear method 

with the intention to obtain important information and 

evaluation of the possibility in unexpected death. It 

includes the following parameters to include the 1/f scaling 

Poincarè division and attractor course [18]. 

D. Stability and reproducibility of HRV measurement 

Numeral of methods have been proposed in earlier 

work or earlier research to measure the Heart Rate 

Variability (HRV) for each one of the patients after the  

transient perturbations stimulate through temporary 

coronary occlusion, etc. Further commanding stimulus, 

such as most do exercises might consequence in a great 

deal more prolonged time interval ahead of the control 

values. There are some of the few HRV measures also 

attained from continuously monitoring 24-h time interval in 

both usual subjects [19] populations. 

Recently, small number of the works has been 

proposed with more attention to analysis the CHF and 

HRV assessment proves based on the HRV signals from 

the each one of the patient. Asyali et al [9] developed an 

efficient time and frequency domain based HRV Bayesian 

classifier to distinguish CHF disease .The results of this 

classifier is measured in terms of the classification 

parameters such as with sensitivity and specificity rate of 

respectively [9]. Isler et al [10] developed an efficient 

differentiation method to combine the features of the HRV 

from the wavelet entropy and measure the HRV parameters 

through the genetic algorithms; classification is performed 

by using the k-nearest neighbor classifier 

III. PROPOSED KERNEL FEATURE SELECTION  

AND FUZZY NEURAL NETWORK 

METHODOLOGY 

In this paper, we have presents a new kernel F-score 

feature selection to select important feature of the CHF 

including heart disease to improve classification accuracy 

.In the proposed KEFS methods the input HRV data are 

transformed into Linear kernel functions. And then, 

compute F-score values to each CHF patient record 

features. For that F –Score value [19] for each CHF feature 

the mean value should be calculated. If the specific F-score 

value of anyone of the feature in CHF is bigger than this 

mean value of F-score value of the feature that feature will 

be selected or else it is removed from the patient records. 

This type of the situation happens if the dataset becomes 

small and the unbalanced or imbalance dataset, in order to 

deal with this problem the tree creation is performed to all 

the data in the dataset it measure k out of all N features. 

For selected features then perform classification task 

using FNN methods .The proposed classification methods 

consists of the three major steps such as creation of the 
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basic structure using KNN and addition of more number of 

rules to each one of the selected CHF patients data records 

with until lesser RMSE error values is obtained. In the 

phase 2 number rules in the FNN is optimized using the 

genetic algorithm(GA) which removes the number of 

irrelevant neurons in the FNN to attain less RMSE error 

value .Mean shift algorithm is proposed to select optimum 

nodes in the KNN ,the architecture of the KNN which is 

shown in Figure.1. The details of the above mentioned 

three steps are detail studied as follows. 

 

Figure 1: FNN architecture 

In K nearest neighbor (KNN) learning or 

classification method the total number of rules which is 

created for classification, the calculation of the center 

values and measurement vectors designed for each rule 

must be known. The classification algorithm has two major 

phases, Rule generation and rule reduction.  

In the rule generation phase, KNN follows the 

procedure of the error measurement algorithm to measure 

the performance of the FNN methods with less RMSE 

error. To reduce number of rules in the rule phase we 

perform the rule reduction based on the GA which 

identifies the best rule for CHF patient feature data points 

and the finds the best consequent parameters in every step 

of the process. 

In rule generation the number of rules is created to 

each one of the CHF patient records by using IF-THEN 

fuzzy rules in the K nearest neighbor (KNN) algorithm. 

Nonlinear function is capable to approximation of local 

optimums through regularly distributed samples. It tries to 

find nearest local optimum results through K nearest 

neighbors.   For a selected feature training points of CHF 

patient records is represented as (x1, x2, . . . , xn) , nearest 

feature selected data point  is denoted as  𝐴𝑥  with K 

training input points with smallest  Euclidean distance  

space to each feature dimensional space. IF then fuzzy 

rules for CHF feature points rules as follows,  

 

M =  {x =  (x1 , . . . , xn)  ∈  P|y(x)
< 𝑦(Ax  ) or y(x) > 𝑦(Ax  )} 

(1) 

To measure the performance of the proposed FNN 

classification system Gaussian function with a mean and 

width is choosed as fuzzy membership function ,width 

value of the fuzzy membership function is prespecified as 

𝜎0   =  (𝜎01 , . . . ,𝜎0𝑛)  in FNN learning algorithm for 

classification of HRV data. The width  values of the fuzzy 

sets in equation is calculated from K nearest neighbors. 

Consequent parameters of the FNN learning should be 

identified using Least-Square algorithm and it is specified 

as 𝐶 =  (c0
1 . , c1

1 , . . . , cn
1), that is: 

C = (HTH)−1HTY (2) 

Newly generated fuzzy rules are meaured based 

on the root mean sqaure error(RMSE). Highest error based 

HRV training dataset is selected for that data new rules are 

created unitl less error values are found in the classification 

phase. If the results not achieved in this stage those fuzzy 

rules are reduced by using genetic algorithm on them. 

Initial population are created for each fuzzy rules and 

genetic operators like crossover and mutation are applied to 

to that fuzzy membership values ,so the number of 

irrelevant fuzzy rules are reduced , a fitness scaling is 

calculated to each fuzzy membership function . it fitness 

value of the fuzzy membership rule is one means the 

specific neuron is selected or else it is not selected. Then 

define our fitness function as follows: 

fitness =  
RMSE ∗ M     if RMSE > 2 ∗ 𝜏

L  Otherwise
  (3) 

In the above step KNN is replaced with Mean-

Shift [20] which finds the best local neurons for each width 

based on the estimation of the density function for each 

heart rate variability training data ,width value of the HRV 

rate is meauresd based on the predetermined threshold 

value ,error values are using RMSE and fuzzy rules are 

reduced using GA. The best fuzzy ruleset are created by the 

changing the usual fuzzy membership function to triangular 

membership function is found as follows: 

i = arg max   t(x, aj
i , bj

i , cj
i)

D i

j=1
  

(4) 

where 𝑡 (𝑥;  𝑎, 𝑏, 𝑐) is denoted as  triangular-

shaped membership function, and Di  is denoted as the 

dimensional value of the fuzzy sets for HRV data . aj
i , bj

i , cj
i 

are three scalars values such as  left, right and center 

positions of j
-th 

fuzzy membership values respectively and it 

is vectorely represented as 𝑖,  Ci =  (ci
1. , ci

2 , . . . , ci
n)T , 

Ai =  (ai
1 . , ai

2 , . . . , ai
n)T  and Bi =  (bi

1 . , bi
2  , . . . , bi

n )T . A 

training HRV with highest error rate is  𝑥 ∗  =   𝑥1
∗, 𝑥2

∗  is 

defined to each fuzzy rule i with the following center 

vector is generated: 

CM+1 = [c1
M+1 … . , cr

M+1] (5) 

 

cj
M+1 =  

cj
i    j ≠ r

xr   j = r
  (6) 
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IV. EXPERIMENTATION RESULTS 

In order to measure the accuracy of the 

experimentation results between the KFSS-FNN and 

existing CART Classification methods for the HRV data 

,the important features  of the HRV are extracted and 

examined by  using the software PhysioNet‟s HRV Toolkit 

[22]. Select this software as the open source free available 

and a thoroughly authenticate using the package available 

from the software. The proposed KEFS and the 

classification method FNN is implemented with the help of 

the software MATLAB version R2009b. In particular, FNN 

was implemented by utilizing the functions and the classes 

of the HRV for CHF analysis of the each one of the 

patient‟s records. 

Proposed system analysis the  44 nominal 24-h 

recordings from both category of the 12 from lower risk 

patients (LRP) who have already affected by mild CHF for 

class I and Class II and 34  from  higher risk patients 

(HRPs) who have already affected by  CHF specifically for 

Classes III and IV. The original data records for 

experimentation results are taken from Congestive Heart 

Failure RR Interval Database [22].  

The dataset of the CHF consists of the normal RR 

regular intervals extracted from twenty four hours ECG 

record of the each one of the patients (8 men, 2 women, 

and 19 unknown-gender subjects) who has aged between 

the 34-79 years. The ECG record of each one of the 

patients is digitized at 128 samples for seconds. At later it 

consists of the long-term ECG records signals along with 

11 men and 4 women, whose ages is between the 22-71 

years, the ECG signals are digitalized at 250 samples per 

second .The extracted ECG signals where annotated 

automatically using the automatic methods and analyzed 

using the classification and feature selection methods. 

In this section measure the performance accuracy of 

proposed KEFS-FNN classification result of CHF class 

with HRV related sample dataset through a normal CART. 

The uncommon class (mild CHF) was oversampled 

through generate original artificial uncommon class. To 

measure performance accuracy of classification result 

through the various parameters such as Accuracy, 

Precision, Sensitivity and specificity was selected.  For 

various records the accuracy of the KEFS-FNN and CART 

methods results were analyzed and were tested using the 

parameters mentioned in Table 1. 

 

 

 

 

 

 

Table 1: Performance comparison measurements 

Measure Abbreviations Formula 

Accuracy ACC 𝑇𝑃 + 𝑇𝑁

𝑇𝑃 + 𝐹𝑃 + 𝐹𝑁 + 𝑇𝑁
 

Precision PRE 𝑇𝑃

𝑇𝑃 + 𝐹𝑃
 

Sensitivity SEN 𝑇𝑃

𝑇𝑃 + 𝐹𝑁
 

Specificity SPE 𝑇𝑃

𝐹𝑃 + 𝑇𝑁
 

 

In the table 1 ,TP-denotes the true positive which 

is number of classes which is correctly classified as yes , 

TN-denotes the true negative  which is number of classes 

which is incorrectly classified as no, FP-denotes the False 

Positive   which is number of classes which is falsely  

classified as yes, FN-denotes the False Negative   which is 

number of classes which is falsely  classified as no. 

 

Figure 2: Accuracy comparison  

Figure 2 measure the performance comparisons 

accuracy results of the proposed KEFS –FNN classification 

and the existing CART classification regression tree 

method. From the experimentation it shows that the 

performance comparison results of the proposed KEFS-

FNN classification method have higher classification 

accuracy because of the best feature are selected from the 

KEFS feature selection methods ,than the existing cart 

classification method ,it highly analysis the CHF failure 

rate in different classes . 
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Figure 3: Sensitivity comparison 

 

Figure 3 measure the performance sensitivity 

comparison results of the proposed KEFS-FNN 

classification method and existing CART classification 

method .The true positive rate of the proposed system is 

high since it correctly identification of the number of the 

classes for CHF results becomes high with efficient feature 

selection methods when compare to existing methods  . 

 
Figure 4: Precision comparison  

 

Figure 4 measure the performance precision 

comparison results of the proposed KEFS-FNN system and 

the existing CART classification system ,it shows the 

number of correctly classified results of the proposed 

KEFS-FNN for CHF patients is high when compare to 

existing CART classification methods . 

 
Figure 5: Specificity comparison 

 

Figure 5 measure the performance specificity 

comparison results of the proposed KEFS-FNN 

classification method and existing CART classification 

method is high when compare to KEFS-FNN classification 

methods  . 

V. CONCLUSION AND FUTURE WORK 

In this work, proposed a new feature selection method 

for congestive heart failure patients called kernel F-score 

feature selection (KFFS), then Fuzzy neural network 

(FNN) was employed to classify the CHF patient records. 

In relation to the method, the thorough investigation used 

for KEFS feature selection to improve the FNN 

classification performance and it can be compared to 

existing classification methods. Totally there 25 higher risk 

and 12 lower risk patients records were selected to examine 

the results of the existing and proposed KEFS-FNN 

classification method. The experimentation study with 

larger dataset have been handled to measure result and 

higher HRV patients results were found in proposed 

classification system with high classification ,precision 

,sensitivity and less specificity results and compare with 

existing CART classification method. Our present KEFS-

FNN classification method has the following limitations 

while applying this to Holter databases:  

 

1) A little and unequal dataset;  

2) The differentiation in the sample occurrence of 

ECG recordings;  

3) The various feature extraction and different NN 

intervals were manually examined and some of the 

incorrect RR intervals may occur in the dataset).  
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