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Abstract: 

Purpose – The purpose of this article is to understand and solve 

traffic congestions and properly manage traffic by real time 

density of traffic on roads in a junction. 

Design/methodology/approach – Based on the frames captured 

it will then be processed using algorithms and the density is 

calculated,  

Findings – various improper traffic management is leading to 

lot of chaos and causing severe noise pollution majorly in 

metropolitan cities. 

Practical implications – Can create a great impact on various 

sectors since it reduces lot of commute period and brings in a 

lot of mental peace among the society. 

Social Implications- Societal tranquillity can be achieved since 

traffic is more controlled and more effective.  

 

INTRODUCTION: 

The issue of traffic congestion is becoming more and more 

significant in the present-day society, as the number of 

vehicles on the road is directly proportional to the population 

growth. Because of the growing number of vehicles and 

restricted infrastructure development, the traffic situation 

worsens by the day [2]. In Indian cities, a crucial challenge 

is the inability to further expand the existing infrastructure, 

leaving improved traffic management as the only viable 

solution. 

Getting trapped in traffic is a pain for everyone in the 

vehicle. Every day, several patients die while attempting to 

reach hospitals on time. One of the oldest methods was for 

traffic officers to direct traffic manually using hand signals 

[1]. A traffic management system based on ancient 

technology is better than a system based on a manual or 

fixed-time schedule. There is a lot of traffic associated with 

this concept. There are often green traffic lights for the latter 

route when there are no lanes and high traffic on other 

routes. As a result, traffic congestion increases.. 

The project's purpose is to use Artificial Neural Network 

(ANN) to create a traffic framework that is responsive to the 

present traffic environment [1,4]. Convolutional Neural 

Network (CNN) is used to obtain real-time traffic statistics 

such as traffic density and wait for length [1]. In addition, a 

model was trained to forecast which path is best for traffic 

signal light green. Whenever a lane at a junction has an 

additional number of vehicles, the traffic light turns green, 

this would improve traffic flow while simultaneously 

increasing travellers’ comfort and driving safety. The 

suggested system regulates traffic signals based on traffic 

density [4]. Additionally, the project intends to give an 

emergency vehicle signal override through emergency 

vehicle detection. This occurs whenever an emergency 

vehicle, such as an ambulance or fire department, becomes 

trapped in traffic [5]. A typical signal sequence is enabled 

under normal operational conditions. In the event of an 

emergency, an RF signal override is activated [7]. As a 

result, an interrupt is detected, and regular execution is 

interrupted for a few seconds. The usual operation is then 

resumed. 

 

EXISTING SYSTEM/LITERATURE SURVEY: 

Controlling traffic in the current age has become 

exceedingly challenging due to the rise in automobiles, such 

as cars and bikes, consequently, signalling systems were 

delayed for a prolonged period of time [12]. To address this 

issue, we have developed a density-based traffic signal using 

Arduino Uno ATMega 328P with a 1000ms delay to regulate 

traffic based on density at crossings, four-side lanes, or road 

systems [9]. 

With traffic congestion being a common issue in numerous 

metropolitan areas, there is an immediate requirement for an 

effective traffic surveillance system to regulate traffic flow. 

Traditional timer-based traffic control systems have been 

found to be inadequate in solving this problem, and they also 

fail to prioritize emergency vehicles. 

 

The human population in cities is growing at an exponential 

rate, as is the number of cars [17]. Traffic control signals 

have long been used to help cities manage traffic flow. 

However, traditional traffic control signals fail in terms of 

time management. It allots equal time slots to each road, 

regardless of traffic quantity. This causes unnecessary 

delays for drivers, which is not always possible [15]. 

A ground breaking real-time traffic control system is 

introduced in this study that employs image processing 

techniques to efficiently manage traffic [17]. The system 

involves placing a camera at each traffic signal point to 

capture images of the roads where traffic is expected to be 

congested. The Mat lab image processing tools are utilized 

to determine the number of vehicles in these images, and 

varying timings are assigned based on the count, with a 

green signal enabling vehicles to move [7,8]. The proposed 

prototype employs LEDs to display the green and red 

signals, and a seven-segment display to indicate the 

diminishing timer for the green signal [10]. 
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LITERATURE SURVEY: 

 
S. 

No   

Abstract or 

objectives 

Techniques used Limitations 

1 A Real-Time Density-
Based Traffic Signal 

Control System 

1. Decision 
support System 

(DSS) 

2. Sensor network 
3. Cloud IoT 

Does not detect 
any crash 

detection, mob 

detection, and 
emergency 

services such as 

fire engines, or 
ambulances. 

 

2 IoT based Smart 
Traffic density 

Control using Image 

Processing 

1. Internet of 
Things (IoT) 

2. Sensor Node 

Proposed using 
raspberry pie 

controller. 

3 An Investigation 
Approach used for 

Pattern Classification 

and Recognition of an 
Emergency Vehicle 

1. Sensor System 
2. Deep Neural 

Network 

3. Internet of 
Things (IoT) 

Proposed only to 
for Classification 

and Recognition 

of an Emergency 
Vehicle 

4 Implementation of 

Efficient Automatic 
Traffic Surveillance 

using Digital Image 

Processing. 

1. Sensor System 

2.c++ 
programming 

language 

3.aurdino 
programming 

Very cost 

effective and very 
hard for 

maintaining. 

Does not provide 
accurate result as 

expected. 

5 A Hybrid Framework 
for Expediting 

Emergency Vehicle 

Movement on Indian 
Road  

3. Image 
Proces

sing 

using 
SSD 

Mobile

net. 
 

 

Works using pre-
defined libraries 

such as RCNN 

which is not so 
accurate. 

6 System Integrated 

with Acoustic Based 
Emergency Vehicle 

Detection 

1. Raspberry Pi 

2. Internet of 
Things (IoT). 

3. Machine 

Learning 
4. Computer 

Vision (OpenCV) 

 

This model 

utilizes many 
sensors to make it 

100% automated, 

so maintenance 
and expenses of 

each sensor can 

become a burden. 
 

7 Real-time Area Based 

Traffic Density 
Estimation by Image 

Processing 

 

1.Artificial Neural 

Networks (ANN) 
2.Deep learning 

(Dl) 

 

Developed only 

for a particular 
location. 

(Bangladesh)  

8 Smart Traffic System 

with Real Time Data 

Analysis Using IoT. 

1. Internet of 

Things (IoT) 

2. Convolutional 
Neural Network 

(CNN) 

Density of traffic 

is not calculated 

which lead to 
many limitations. 

9 

 

TRAFFIC CONTROL 

WITH EMERGENCY 
OVERRIDE 

1. OpenCV 

2. Machine 
Learning 

3. Image 

Processing 

Chances of 

executing false 
signal override 

protocol by faking 

the sensors. 

10 Density Based Traffic 

Signal System Using 

Arduino Uno. 

 

1. Internet of 

Things (IoT) 
2. Arduino 

3. Sensor Node 

Very cost 

effective and very 

hard for 
maintaining. 

Does not provide 

accurate result as 
expected. 

Table. 1 Literature survey 

 

 

BASIC CONCEPTS: 

 

Open CV Framework: 

Open CV is also known as Open Computer Vision  

Framework. This cross-platform package allows us to 

develop real-time computer vision applications [16]. Image 

processing, video recording, and analysis are its primary 

functions, as well as features such as face recognition and 

object recognition. [17].  

 

CNN Basics: 

CNN is comprised of three layers, they are: 

1.Convolutional layer 

2.Pooling layer 

3.Connected layer (FC layer) 

Additionally, we have two more layers to these above three 

layers, which include: 

1.Dropout layer 

2.Activation function 

All these together form a complete Convolutional 

Neural Network (CNN) 

The features of an image are analysed and extracted by CNN 

algorithms. Convolutional Neural Networks are advanced 

machine learning algorithms that can process vast datasets 

comprising millions of parameters, primarily designed for 

analysing 2D images, and linking the resulting 

representations to their respective outputs [15]. A CNN is a 

multi-layer, supervised network that can learn new features 

dynamically from datasets. Recently, CNN have 

demonstrated state-of-the-art results in almost all significant 

classification challenges [16]. Additionally, within the same 

framework, they are capable of systematically isolating 

elements and classifying them. 

 

CONVOLUTIONAL LAYER: 

The task of convolutional layer is to extract the features of 

given input image, this is done by applying convolution 

filters to the given input image. There is a mathematical 

process involved in this layer, when a filter is applied to the 

image then the dot product of the filter and the parts of input 

feed image covered by filter is performed. After performing 

the dot product function maps are generated as an output 

[13]. 

Later, this very same feature map is used as an input to other 

layers. The Conv2D function's arguments are as follows: 

1.Filters: applied to input feed to generate feature 

maps 

2.Kernel size: gives the size (n x n) of the 

convolution filter matrix. 

3.Activation: all layers, excluding the output layer, 

are activated using the Rectifier Linear Unit 

function. Using ReLU, we also incorporated 

nonlinearity to our network. To locate any linear 

relationships in the feature map, this is required. 

4. Input Layer: it contains the number of channels 

and the geometry of the input pictures (3 for colour) 
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Pooling layer: 

The pooling layer is the next layer in our 

convolutional neural network [14]. The pooling layer's 

primary purpose is to reduce the spatial dimension of data 

travelling through the network. Pooling can be accomplished 

in two ways in convolutional neural networks [13]. There are 

two types of pooling: maximum pooling and average 

pooling. The more popular of the two, Max Pooling, scans 

the highest value for each section of the image. Average 

pooling computes the average of picture elements in a 

predefined size zone. The pooling layer connects the 

convolutional layer and the fully connected layer [11]. 

 

Fully connected layer: 

The Fully Connected (FC) layers consist of weights, biases, 

and neurons and are utilized to connect neurons between 

layers [2,10]. In this layer, the output of the preceding 

convolutional layer is flattened, and each node of the current 

layer is connected to every node in the subsequent layer. 

This layer receives input from the preceding layer, which 

may be a convolutional layer, a ReLU layer, or a pooling 

layer [15,1]. The classification process starts from this point. 

.Dropout: 

The training dataset may be overfilled if all the 

features are linked to the FC layer. If a model can perform 

well on training datasets but displays poor performance 

when used with fresh datasets, it is said to be over fit [14]. A 

dropout layer is used to address this issue, shrinking the size 

of the neural network model by removing a number of 

neurons during training [16]. 20% of the nodes in the neural 

network are randomly eliminated when a dropout of 0.2 is 

exceeded [29,30]. 

 

Activation: 

We need an activation function which can work 

efficiently for multi-class classification and among the 

activation functions such as sigmoid, tanH, Softmax and 

ReLU, the best suitable for this situation are Softmax and 

ReLU [6]. Each activation function has its own specific 

application [26,28]. 

In neural network process these activations functions 

play major role as they specify what decision to be taken or 

what node towards the end of process should be activated.[6] 

  

Model: 

The Sequential Model API is utilized to construct 

deep learning models, in which sequential classes and model 

layers are generated and added. In this particular model, the 

first step involves creating a 2D convolution layer 

comprising 32 filters, with 3 x 3 kernels and a ReLU 

activation and pooling layer. Next, we merge the output from 

these layers, allowing data to flow into the fully connected 

layers [16]. 

 

PROPOSED METHODOLOGY: 

 

A CNN is a multi-layer, supervised network that can learn 

new features dynamically from datasets. Recently, CNN 

have demonstrated state-of-the-art results in almost all 

significant classification challenges [6]. Convolutional 

neural networks are advanced machine learning algorithms 

that can process vast datasets comprising millions of 

parameters. 

 

The proposed method for traffic density prediction supports 

live monitoring of multiple vehicles from different 

perspectives, in this live data of different vehicles are 

collected and sent to services where we segregate the vehicle 

types based on previously indicated vehicle, Then from the 

video stream features will be extracted and sent to cloud 

where we apply our machine learning algorithm to calculate 

traffic density & classifying the vehicles type such as heavy, 

small, emergency services etc.  [11].  

We also keep a database of different cars for detection of 

different types of vehicles and from different perspectives, 

and after detection of vehicle density, traffic lights are 

modified by analysing the priority of the roads [17]. 

 

Dataset Description: 

This dataset consists of 10,517 images of vehicles, 

crowd, Emergency servicing vehicles are classified 

accordingly to classes which help in training a deep 

convolutional neural network [6].  

 

Data Pre-processing: 

In Pre-processing of data, we preform data cleaning 

using manual and automated Keras function utilization for 

removal of useless data as it can impact our results [24]. 

On preforming data cleaning, data is scaled to [0, 

1] from its original RGB [0, 2] state for fitting to training 

size. Then data is partitioned into three stages they are, train 

data, test data and validation data [21]. 

We take 80% of data i.e., 8,413 images as train 

data, and reaming 20% i.e., 2,103 images for validation and 

testing purpose. The training data set is used to train model, 

but the test data set is hidden so you can test the model's 

accuracy [10, 20]. 

 

Data Augmentation: 

Efficiency of any training-based algorithm can be 

increased when we have more data to train on, we can 

achieve this by augmenting of available image database [13]. 

In augmentation by Keras we have two techniques one is in-

place data augmentation or non-fly augmentation, these 

enables scaling, resizing, rotating, shifting, zooming, 

flipping to horizontal and flipping to vertical of available 

image data [9]. 

 
Fig. 1 Process of Data Augmentation 

 

Figure 1 explains the working process of in-place data 

augmentation 
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1. The Image-Data-Generator is available data and is given 

as input[21]. 

2. Then on the Image-Data-Generator various types of 

augmentation techniques are applied such as scaling, 

resizing, rotating and etc.., by making them into batches for 

easy processing[18,19]. 

3. These batches will now get higher data and will be used 

to train by CNN [27]. 

 

 

SYSTEM ARCHITECHURE: 

The Machine Learning based user-friendly prediction of 

vehicles and calculation of traffic is designed in such a way 

that it receives the input as an image, based on the image the 

model recognizes whether there is a defect or not and 

produces an output [19]. 

 

 
Fig.2 System Architecture 

 

Input Feed: 

1. Camera collects data feed from the roads. 

2. Then the collected data feed is sent to the program. 

3.  Which then passes through internet connectivity 

modem. 

4. The cloud server contains trained deployment 

model which takes data feed for analyzation. 

5. Data feed analyzation is done through prediction. 

6. If there is any fault in the data feed (image) it 

notifies the user through python user interface. 

 

Training Model Information: 

1. Data Collection 

• For training the model the data is collected in 

various ways like from third party applications 

(Kaggle), collecting images manually and web 

scraping scripts by data scientists [29]. 

2. Data Pipeline 

• Data input pipeline is used to convert images 

into 3D spatial data structures, each dimension 

has numbers ranging from 0 – 255 based on 

RGB scale [25]. 

3. Data Cleaning 

• Data cleaning is the process of fixing blurry, 

incorrect, unformatted, duplicate and incorrect 

data within the collected data set [27]. 

4. Data Partitioning 

• After data cleaning the data is divided into 

three non-overlapping sets, they are [22]. 

       I. Training Set 

  II. Validation Set 

  III. Test Set 

5. Data Augmentation 

• Data Augmentation generates more 

training samples from existing samples 

for accuracy. 

• It includes resize, rescale, horizontal flip 

and vertical flip [23,24]. 

6.Train Data using CNN 

• It involves convolution, rectified linear 

activation and pooling. 

• Trained model – it is the model artifact 

that is created by the above training 

process [31, 32]. 

 

UML DIAGRAMS: 

The following UML diagrams are used to represent the 

proposed system. 

● Use Case diagram 

● Sequence diagram 

● Activity diagram 

Use Case Diagram: 

 
Fig. 3 Use-Case Diagram 

 

The above Figure 3 describes the function and scope of the 

system and also the system requirements. 

There are two major actors in our use case diagram, they are:  

               1. Admin 

  2. End User 

● In total the application contains eight use cases that 

represent system functionality. 

● Each actor interacts with a particular use case. 

● The admin interacts with the error logs cloud server 

& database, ML CNN model and the output 

predicted for checking the condition of the services 
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and errors, updating the database, and verifying the 

output predicted by the ML CNN model. 

● The user interacts with register, login, input feed 

camera and the output predicted. 

Note-In case of the user, the interaction with the output 

means that the user can only view the displayed output but 

cannot modify the output. 

 

Activity Diagram:

 
Fig. 4 Activity Diagram 

 

The above Figure 4 provides an overview of the application 

by the sequence of the actions in a process 

● Initially the user has to register the road and signal 

through application, after registration the user has 

to login into the application with respective login 

credentials. 

● Once done with the login process, images stream is 

to be provided through the live URLs. Live-

monitored images are sent as input feed via camera. 

● Now the extracted data is sent to the cloud server, 

the database in the cloud contains a large number 

of datasets which include huge data sets related to 

the vehicles and traffic. 

● The ML CNN model is trained in such a way that 

based on the existing data set present in the 

database it predicts the presence of the vehicles and 

traffic [33]. 

●  If any vehicle is predicted then the application 

notifies the user regarding the presence of the 

vehicles or crowd the shapes with different colour 

code are augmented on the video stream as shown 

in below figure.  

 

                Fig.5 Augmenting shape on vehicles. 

Sequence Diagram: 

 

Fig.6 Sequence Diagram 

From the figure 6 the sequence is as follows: 

1. The camera collects data feed from the traffic 

surveillance video stream. 

2. Then the collected data feed is sent to the program. 

3. Where the images are segregation into the frames 

of images and each image Is sent to service for 

processing. 

4. The collected data is then passed through an 

internet connectivity modem. 

5. The cloud server contains a trained deployment 

model which takes data feed for analysis. 

6. Data feed analysis is done through Machine 

learning prediction which involves: - 

● Data Collection 

● Data Pipelining 

● Data Cleaning 

● Data Partitioning 

● Data Augmentation 

7. Prediction of traffic density is done and traffic 

signals are scheduled according to the priority [6]. 

 

CONCLUSION: 

The primary focus of this research is the development of a 

density-based traffic signal control system that is adaptive 

and real-time. It lays the groundwork for constructing an 

intersectional traffic regulation structure. Since the solution 

is decentralized, as explained in the thesis, a four-way 

crossing was selected for testing traffic scenarios. Traffic 
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movements trigger the junctions based on density,This 

reduces overall wait times and enables more efficient traffic 

flow. The system works automatically, depending on the 

collection of the density images sent from the website to the 

server. [11]. 

 

Future work: The effect of weather conditions on image 

quality, such as heavy rain or fog, has not been taken into 

account. The NN approach could be expanded to a multi-

agent network and tested on a multi-intersection model [8]. 
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