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Abstract— In wireless sensor networks sensor nodes 

periodically sense the monitored environment and send the 

information to the sink at which the gathered or collected 

information can be further processed for end-user queries. 

Data gathering trees capable of performing aggregation 

operations are also referred to as Data Aggregation Trees 

which are directed trees rooted at the sink and have a unique 

directed path from each node to the sink. The method 

constructs Load-Balanced Data Aggregation Tree under the 

Probabilistic network model. By using this proposed method 

the Load-Balanced Maximal Independent Set problem, the 

Connected Maximal Independent Set problem, and the Load-

Balanced Data Aggregation Tree construction problem are 

solved. But additionally provide an algorithm dynamically 

adjusts tree structure to avoid breaking tree link because of 

energy drain of the sensor node. The tree adjustment only 

needs localized information and operations are performed on 

the sensors side and the tree adjustment is controlled by a 

sensor's grandparent to avoid loop problem. This   adjustment 

can effectively increase throughput of Probabilistic network 

model in Wireless sensor network. The adjustment phase 

reduces the consumption of aging node's energy to prolong 

network lifetime. 

 

Index Terms—Load balancing, Data aggregation tree, Energy 

consumption 

 

I. INTRODUCTION 

 
       In Wireless Sensor Networks (WSNs), sensor 

nodes periodically sense the monitored environment and send 

the information to the sink (or base station), at which the 

gathered/collected information can be further processed for 

end-user queries. In this data gathering process, data 

aggregation can be used to fuse data from different sensors to 

eliminate redundant transmissions, since the data sensed by 

different sensors have spatial and temporal 

correlations .Hence, through this in-network data aggregation 

technique, the amount of data that needs to be transmitted by a 

sensor is reduced, which in turn decreases each sensor’s 

energy consumption so that the whole network lifetime is 

extended. For continuous monitoring applications with a 

periodical traffic pattern, a tree-based topology is often 

adopted to gather and aggregate sensing data because of its 

simplicity.  

 

 A WSN consists of nodes with sensing, computing and 

communication capability connected according to some 

topology and a sink to communicate with the outside world. 

Load balancing research in the WSN MAC layer has 

traditionally focused on clustering schemes,in which the 

protocol selects cluster head nodes as regional coordinators to 

bear responsibility for a system task.  

 

   A form of dynamic cluster selection is presented in 

which nodes periodically rotate cluster head responsibilities to 

balance their energy usage. Sensor nodes probabilistically 

become cluster heads with probabilities governed by their 

remaining energy. Balance  nodes transmit the data to  cluster 

head first, and cluster heads can be organized hierarchically to 

assist with delivery back to the sink. 

 

    Compared with an arbitrary network of networks, a 

tree-based network conserves the cost of maintaining a routing 

table at each node, which is computationally expensive for the 

sensor nodes with limited resources. For clarification, data 

gathering trees capable of performing aggregation operations 

are also to as Data Aggregation Trees, which are directed trees 

rooted at the sink and have a unique directed path from each 

node to the sink. Therefore, nodes with the highest remaining 

energy assume more often the burden of routing and 

aggregating messages from their peers.  

 

     A node-centric load balancing strategy considers the 

cumulative load of data traffic from child nodes in a routing 

tree on their parent nodes. The load of child sensor nodes adds 

to the load of each top parent node in the tree. Hence, the 

sensor nodes nearest the base station will be the most heavily 

loaded. For clarification, data gathering trees capable of 

performing aggregation operations are also referred to as Data 

Aggregation Trees (DATs), which are directed trees rooted at 

the sink and have a unique directed path from each node to the 

sink. 
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    Additionally, in a DAT, sensing data from different 

sensors are combined at intermediate sensors according to 

certain aggregation functions including COUNT, MIN, MAX, 

SUM, and AVERAGE. Data aggregation is to gather and 

aggregate the sensor data in an energy efficient manner so that 

network lifetime is enhanced.  

 

      It can result in significant energy savings for a wide range 

of operational scenarios. The gains from aggregation are paid 

for with potentially higher delay.  It aims at eliminating 

redundant data transmission and thus improves the lifetime of 

energy constrained wireless sensor network. Data aggregation 

has been put forward as an essential paradigm for wireless 

routing in sensor networks.  

 

     The main work is to combine the data coming from 

different sources such as eliminating redundancy, minimizing 

the number of transmissions and thus saving energy. 

 

This paper is organized as follows. In Section II, The 

network model and problem definition is given. In Section 

III, The Load balancing in sensor network is described, In 

section IV,The existing algorithm of load balancing data 

aggregation tree is described. V. The proposed Distributed 

adjustment algorithm for load balancing is described.VI,The 

simulation results, Performance evaluation are described. 

VII,The conclusion and Future work are presented . 

 

2 NETWORK MODEL AND PROBLEM DEFINITION 
 
    In this section, LBDAT construction problem under the DHT 

is avoided   by distributed adjustment algorithm. We first 

present the assumptions, and then introduce the multi parent 

candidate.  

Multiple parent candidates in non-balancing sub tree has a 

nodes with multiple routes to the sink. Multiple parents node 

has the sufficient energy for transmit the packets from the 

children’s node. 

 

2.1 Network Model  
 
    Under the Probabilistic Network Model (PNM), we 

model a WSN as an undirected graph G(V,E,P(E)),where V 

= V_s  ∪{V_o }   is the set of n + 1 nodes, denoted by 

V_(i   )where 0 ≤ i ≤ n. i is called the node ID of〖 V〗

_(i   ).E is the set of lossy links. P(E) = { l_ij | (V_i 〖 ,V〗
_j) ϵ E, 0≤ l_ij ≤ 1}.We assume a static connected WSN 

with the set of n nodes Vs  = { V_1 V_2 V_3…V_n  }  and 

one sink node V_0 .All the nodes have the same 

transmission range. The transmission success ratio l_ij 

associated with each link connecting a pair of nodes 

V_i,V_J is available.. 
 

2.2 Problem Definition  
 
    Since load-balancing is the major problem in the wireless 

sensor network, the measurement of the traffic load balance 

under the PNM is critical to solve the LBDAT construction 

problem. Hence, in this subsection, we first define a novel 

algorithm called distributed adjustment algorithm (DAA) to 

balance the load of the sensor nodes in the probabilistic 

wireless sensor network model. 

 

3  LOAD BALANCING IN SENSOR NETWORKS 

    A node-centric load balancing strategy considers the 

cumulative load of data traffic from child nodes in a routing 

tree on their parent candidate nodes. The WSN routing tree 

is linked to the sink. The load of child sensor nodes includes 

to the load of each top parent in the data aggregation tree. 

Hence, the sensor nodes near to  the sink or base station will 

be the most heavily loaded. The goal of node-centric load 

balancing is to evenly distribute packet traffic generated by 

sensor nodes across the different branches of the routing tree 

 

       All nodes in the sensor network periodically broadcast 

their existence, and neighboring information. After 

collecting this information, the base station constructs the 

graph G (V, E) (where V is the vertex set while E is the set 

of all edges). An algorithm is executed on G to construct a 

load-balanced tree. 

 

 

     The “load” associated with a given sensor node 

represents the amount of data periodically generated by that 

sensor node. Load balanced trees can be classified into 

different categories. We define the “level” to be the distance 

from a node to the base station. A load-balanced tree could 

be fully balanced, top-level balanced or hierarchy-balanced. 

      

    A fully balanced tree is a tree in which the branches on 

the same level carry the same total amount of load. A top-

level balanced tree is a tree such that each branch at the top 

level closest to the base station carries the same amount of 

load. Both fully balanced trees and top-balanced trees are 

extreme cases of hierarchy-balanced trees, i.e. a tree in 

which the branches in certain levels carry the same total 

amount of load. In this paper, our distributed adjustment 

algorithm of load balancing technique focuses on 

constructing a load balanced tree over the sensor network. 

 

4  EXISTING METHOD 

 

4.1 Approximation Algorithm 
This algorithm can only solve the Load balanced maximal 

independent set and parent node assignment problem  

The basic idea of Algorithm is 

1) Solving the relaxed linear programming of load 

balancing maximal independent set to get the 

optimal fractional solution ,represented by(ω *,v*) 

where ω*=[ ω1
*
, ω2

*
……. ωn

*
]. 

2) Rounding the ωi
*  

to integer ωi ` according to step 6. 

4.1.1 Algorithm Steps 

1) Sort sensor nodes by the  ωi
*  

 value (where 1≤ i ≤n)  

in the decreasing order. 

2) Set the sink node to be the independent node, i.e., 

ωi `=1. 

3) Set all ωi ` to be 1. 
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4) Start from the first node in the sorted node array A. 

If there is no node been selected as an independent 

node in vi’s 1-hop neighborhood, then let ωi `=1. 

5) Repeat step 4) till reach the end of array A. 

6) Repeat step 4) and 5) for 7In(n) / min{ ωi
*  

 | vi  €  

V, ωi
*  

 >0}   times. 

5 PROPOSED METHOD 

 

5.1 Distributed Adjustment Algorithm 

Assume a node keeps the information of  , 

 j after it received all TREPs from its children, and 

LBFi≠1. The node attempts to adjust  to obtain a new 

that is closest to 1. The nodes  and  

are children.Node  first checks whether =  

=1 or 

If yes,   is a load-

balancing tree; otherwise,  is a non-load-balancing tree, 

and then  attempts to adjust to form a complete or 

approximate load-balancing tree. When  is a non-load-

balancing tree  selects an appropriate and adjustable 

grandchild from .  

 

Next,  adds the information of  into agclist, which 

is a list of adjustable grandchildren. One item of agclist is 

( ), where is the adjusted 

grandchild node nagc's ID,  is nagc's old parent ID, 

is nagc's new parent ID. This process is repeated 

until all adjustable grandchildren are identified. 

 

 

5.2  Algorithm For Tree Adjustment After Node  

Selected Its Parent Candidate,  Adjusts The Tree Of 

Its Children. 

:  set agclist as NULL, where one item of agclist is 

< > 

 

STEP 1. nagc is an adjustable grandchild, NLBFi is the new  

             LBFi,TLBFi is test LBFi 

STEP 2.  

STEP 3and 4.if   has received all TREPs from its children      

                       then 

STEP 5.   finds  from  and sets   

             as    NULL ,  

STEP 6. ←  

STEP 7.  ←  

STEP 8. If = 1 or  = 1 then 

STEP 9.  is a load balancing tree and exit this    

              algorithm  

 

STEP 10. Else  

STEP  finds an adjustable  node  from the  

                children of  

STEP12.For each  

STEP13.For each PC in  of  

 

STEP14. If PC=  and  then   

               is the number of sensor nodes in STi 

STEP15. TLBFi =Min(nstchim+nstchix,nstchiM-nstchiX) / Max     

               (nstchim+nstchix,nstchiM-nstchiX) 

If TLBFi  >      then 

STEP16. ←   , ←   

                

STEP17.If  not equal to 0  then  

STEP18.   changes the  parent to  in TTi  

STEP19.  adds ( ) to agclist 

STEP20. The process is repeated from   step 5. 

 

 

6 SIMULATION RESULT 

 

The timing performance considers the number of nodes 

taken for simulation with time. The distributed adjustment 

of load-balanced data aggregation tree time increases 

according to the number of nodes increases is measured and 

it is shown in the fig 6.1 

Figure 6.1 Timing performance of distributed adjustment 

algorithm in wireless sensor network 

 

 

6.1.1performance Evaluation 

The performance of the distributed adjustment algorithm in 

PNM in WSN for load balancing is implemented by adding 

multiple parent candidates in non-balancing sub tree.A node 

has multiple routes to the sink by multiple parent candidates. 

The multiple routes can balance the traffic flows.  
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7 CONCLUSION AND FUTURE SCOPE  

The existing method has the problem of the load 

balanced maximal independent set and the parent node 

assignment problem and the method considers only one 

parent candidate in the data aggregation tree .In which by 

using the existing approximation algorithm the energy 

consumption will not be reduced and there is a chance for 

the non leaf nodes i.e., child nodes without parent node. But 

the proposed adjustment algorithm dynamically adjusts tree 

structure to avoid the breaking tree link. In this the tree 

adjustment needs localized information and operation of the 

sensor nodes .Moreover, the tree adjustment is controlled by 

a sensor’s grandparent to avoid loop problem. The 

Distributed adjustment algorithm has many advantages in 

which it reduces the traffic between the sensor nodes, Load 

is balanced and most important factor energy consumption 

by each sensor nodes available in the wireless sensor 

network is reduced.The proposed protocols can effectively 

increase converge cast throughput. The simulation result 

shows that the proposed algorithm can extend network 

lifetime significantly. 

 

In which the distributed adjustment algorithm is used 

in probabilistic network model of the wireless sensor 

network adding multiple parent candidates in non balancing 

sub tree. A node has multiple routes to the sink by multiple 

parent candidates. When a node detects the difference 

between energy of the parent candidates, it dynamically 

selects one parent candidates. The multiple routes can 

balance the traffic flows.  
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