
Dimensionality Reduction of Weighted Word 

Affinity Graph using Firefly Optimization 
 

 
Dr. Poonam Yadhav  

D.A.V. College of Engineering and Technology 
India 

 

 
Abstract— An information retrieval system highly relies on 

document analysis/ retrieval system. It includes numerous 

processing stages such as feature extraction, semantic 

representation, dimensionality reduction and similarity 

measure. Semantic representation aids for providing a better 

description to the documents. However, the probability of 

getting increased dimension for semantic descriptors is high. 

Hence, dimensionality reduction method plays crucial role. 

Conventional dimensionality reduction methods such as 

Principle Component Analysis (PCA), Independent Component 

Analysis (ICA), etc entertain complex means of dimensionality 

reduction. In the literature, numerous classical optimization 

algorithms such as Genetic Algorithm (GA), Particle Swarm 

Optimization (PSO), etc. have been reported to solve the similar 

problem. However, valiant attempts have been made on deriving 

robust optimization over the traditional algorithms. Hence, we 

exploited Firefly Algorithm (FA) to solve the dimensionality 

reduction problem. In this paper, we first present a theoretical 

overview of mapping a dimensionality reduction problem to an 

optimization problem. Subsequently, we describe the procedural 

steps to solve the problem using FA. This article is believed to be 

a context behind the experimental investigation on the 

performance of FA, when attempting to reduce the dimension of 

weighted word affinity graph and to retrieve the information 

effectively.    

Keywords—Dimensionality; reduction; firefly; information; 

retrieval; semantic  

 

I.  INTRODUCTION  
 

Today’s world emphasizes electronic documents to use in all 

the applications, because electronic documents offer 

simplicity, easy communication, etc. Hence, all the traditional 

way of using documents are being converted in electronic 

format [1]. In contrast, the usage of databases is heavily 

increased that poses serious challenges to data analysts [2]. 

Nevertheless, such huge informative contents such as 

documents, either in text or numerical or structured format, 

are the pre – requisites of statistical and computational 

analyses. These have become the bottleneck for any 

information retrieval system to enable fast processing of the 

documents [2]. The information retrieval system aims at 

retrieving relevant documents from massive databases based 

on the user requirements [7] [8].   

In – depth document analysis is a significant component for an 

information retrieval system to perform effectively while 

handling diverse user requirements. The primary challenge 

ahead with the analysis is on representing a concept and 

diverse words almost using same sense. This challenge 

remains unsolved in the conventional retrieval system [10]. 

When the query becomes complex, the conventional retrieval 

system becomes supine [3]. Hence, semantic representation 

has become a promising solution [9]. This increases the 

dimension of the feature vector [16] that led to have a 

computationally slow similarity check. Here, dimensionality 

reduction methods plays prominent role [17].   

II. PRELIMINARIES 
 

An overview of a document analysis and information retrieval 

system can be illustrated in Fig 1 [21]. Training phase 

includes generating feature library by well – constructing the 

extracted features.  

In the first processing stage, local or global or even both 

the type of features are extracted from the given documents. 

Thus extracted features are given semantic descriptions. The 

dimension of the semantic representation may be high 

dimensional or even worse by attaining multi – dimensional 

representation [18] [19]. Hence, dimensionality reduction 

methods play a crucial role. It transforms the semantic 

descriptions from high dimensional space to a low 

dimensional space. Hence, converted features occupy feature 

library, which is used for similarity check, when a test 

document is given to the system. 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Fig. 1. Overview of document retrieval system [21] 
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III. MOTIVATION 

It is well known about the significance of a dimensionality 

reduction, when we attempt to give a semantic description for 

low level features. In our previous work [21], we generated 

weighted word affinity graph for providing semantic 

description for the feature descriptors. Despite they are aimed 

to be computationally intensive, they can be high dimensional. 

Numerous research works have been carried out in the 

literature to handle, if any such dimensionality reduction 

persists.  In [11] [12], Latent Semantic Indexing (LSI) has 

been used prominently. However, the trend has replaced LSI 

by PCA [14] so that the dimensionality reduction problem has 

been solved as an eigenvalue problem [5]. ICA and its variants 

can be considered as promising alternatives to replace PCA 

[20]. However, all these methods are statistics oriented and 

hence reliability and computational simplicity cannot be 

expected much.    

This paper aims to solve the dimensionality reduction 

problem using optimization algorithms. First, we map the 

dimensionality reduction problem as a maximization problem. 

Subsequently, we use FA, which is a recent robust 

optimization algorithm, to solve the maximization problem 

[15].  

IV. PROPOSED DIMENSIONALITY REDUCTION 
 

The proposed dimensionality reduction methods employ 

FA to reduce  the dimension of the global features 

associated with the document. It is to be noted that the global 

features are the semantic representation of all low level 

features extracted from the subjected documents. The 

proposed dimensionality reduction includes the processing 

steps as illustrated in Fig 2.  

 

 

 

 

 

 

 

 

 

 

 

Fig. 2. Proposed dimensionality reduction method 
 

The dimensionality reduction procedure illustrated in Fig 

2, replaces the dimensionality reduction method block given 

in Fig 1. Here, first we describe about the problem 

formulation, followed by mapping towards optimization 

problem and solving the problem using FA. 

A. Problem Formulation 

Let us a consider a document set to be represented as  

  nm
ndddD  :,,, 21     (1) 

where, D is a rectangular matrix with documents and 

terms. The need to apply dimensionality reduction is to 

reduce m , because it defines the volume of D  , which is very 

big. The objective of dimensionality reduction is to determine 

'D , with size  np , where np   and 'D  is the dimension 

reduced document matrix. This can be represented as 

   DVD T'     (2) 

where, V  is the transformation matrix to transform the 

high dimensional matrix to a lower dimensional space. The 

size of 'D should be  pm . 

B. Optimization Model 

The problem of identifying 'D  can be mapped to an 

optimization problem in which the objective is to determine 

optimal V so that the attributes of 'D  has to be achieved. 

Hence, the objective function of the optimization problem can 

be defined as  

   ',maxarg* DVfV
V

    (3) 

where,  *V is the optimal transformation matrix to be 

applied for dimensionality reduction and   ', DVf is the 

function to be maximized.  

The maximization function can be written as  
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where,
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C. Dimensionaltiy Reduction using FA 

FA has been developed by Xin-She Yang based on the 

flashing behaviour of fireflies [15]. FA is used in our 

methodology to reduce dimensionality of global feature 

extracted from document. The pseudo code of FA used for 

dimensionality reduction method is given in Fig 3.  

According to Fig 3, the fireflies V refer to the initial 

transformation matrix to be optimized. They are generated 

randomly. The light intensity I , here refers to the 

maximization function, often termed as fitness function. 

“Move current firefly in V  towards current firefly in V  ”, 

in Fig 3 refers to update the firefly as per the following 

equation.  

      2rnew eVVVV    (6) 

where, newV   is the updated firefly, V  is the old firefly,    

is a scaling factor, which should be set as 1 usually.,   is the 

absorption coefficient, which is a constant related with the 

problem scale, 2r  is the distance between V  and V ,   is 

the step size, which should be often related with the 

improvement of generations,   is the Gaussian distributed 

random number generated within the interval  1,0 . 
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Fig. 3. Pseuodo code of FA on reducing dimensionality reduction 

 

 Once the firefly processes have reached the maximum 

number of generations, we can obtain *V  as the optimal 

transformation matrix to apply with D   so that the 

dimensionality reduced matrix 'D can be obtained. 

 

V. CONCLUSION 

In our previous work, we introduced weighted word 

affinity graph for betterment of semantic description for 

documents. As the dimension of the semantic description has 

become higher, in this paper, we recommended using FA to 

reduce the dimension of the semantic representation. Firstly, 

we mapped dimensionality reduction problem to a 

maximization problem. Then, we asserted to solve the 

maximization problem using FA, which is a recent promising 

optimization problem. The theoretical description of using FA 

to solve the problem is described further. In the future works, 

we attempt to study the performance of FA on dimensionality 

reduction over other dimensionality reduction methods such as 

PCA, ICA, etc.  
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