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Abstract— The main intention of this project is to
represent the real time facial emotional analysis with the help of
speech dataset and video dataset. The utilizers of the detection
system is the multi-modal fusion and also uses various timescale
feature of speech. The analysis of audio signals can be done by
using many ways such that finding the amplitude & also detects
the maximum peaks of the signals in our paper work we use
audio, video dataset and find the human emotions like happy,
sad, clam, angry, fear, disgust and surprise, with the help of
machine learning algorithm and HAR emotion detection can be
achieved. Pre-recorded and real time emotions can be analyzed
and detected. And also produces the conclusion whether the
frame has speech or non- speech.

The proposed work deals with the novel technique of
data fusion for real time heterogeneous background facial
emotional signal analysis with speech signal using the most
popular machine learning algorithm called random forest and
multi scale wavelet transform techniques. This concept
implemented using MATLAB 2020 simulation Software for
better outcomes.

Keywords: Face detection, Random forest Algorithm, Video
surveillance system

I.  INTRODUCTION
Nowadays, Humans communicate with the help of their
emotions, Human emotions can be considered universal
language. We know that an emotion plays a major role in a
Human life. Facial expressions play a vital role while
interacting socially and which is responsible for conveying
human feelings and their emotions. Which was difficult to
obtain in the early days but now many ways are there to find
Human emotions using Machine Learning, Deep learning etc.
Human emotions gives information about Humans mind set
whether he/she is sad angry fear etc. The main goal about our
project is to find the study about the Human emotions which
should be recognized by the computer so the main intention is
to build better interaction between Human and computer and
to a build the machine that serves better for users’ which is
actually needed more in natural and in an effective way.
Thus, human emotions recognition works are gaining a lot
attention and interest from all groups especially from
engineers. Emotion recognition technologies will benefit
users in human-to-computer and human-to-human dialogue
systems by improving services and adapting to human
emotions. There is an increasing need for real-time emotion
detection systems. Many studies are being conducted on
emotion recognition via speech, which has resulted in
numerous advancements in terms of various aspects as well
as machine learning algorithms. Many studies focus on

offline systems that employ auditory information on the
phone or voice level.

In order to understand the offline emotion recognition
research, we used human audio and video datasets in the real-
time system. Human activities are divided into four
categories: action, gesture, interactions, and group activities.
In our project, we provide a real-time emotion categorization
system that uses audio and video data sources without any
additional information and provides speed and accuracy while
meeting the objectives. Furthermore in future work the
architecture contains all information in it which needs to be
considered. In our work we extract the data’s like audio and
video then check the emotions and also our main intention to
check it with real time action with given dataset. The major
goal is to use video analysis and voice data at various levels
of speech, such as supra-frame, intra-frame, and lexical level,
to detect various human emotions, and the timescale feature is
complementary. There has been a lot of proposed work on
detecting human emotions and classifying them at various
levels of extracted feature extraction. Considering the intra-
frame features, Kwon et al found the human emotion
recognition with the help of MFCC (Mel Frequency Cepstral
Coefficients) and also with the help of various learning
algorithms. The goal of our project is to detect few human
emotions they are happy, sad, angry, fear, clam, surprise,
disgust. Which will help in many ways in many fields.

Aim: Analyzing the performances of fusion of two activities
which includes audio and video signals of person are
mapping and testing for HAR system.

Objectives:

» Analysis of Human Action Recognition paves a way to
develop a video analytics system which helps to
recognize the Human facial expression.

» The objective of the project is to recognize the Real Time
Human Facial Expressions such as: happy, anger, fear,
disgust, etc., by extracting required features.

» Facial expression recognition has connections in many
applications like for example sociology, security
systems, surveillance environments, entertainment
environments, and healthcare systems, human computer
interaction.

Il. PROPOSED WORK
The system includes four major parts, which include speech
acquisition, feature extraction, machine learning, and
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information fusion. Figure.1 describes the basic concepts of
the system.

Videos contain both audio signals and images. The
segregation of the frames and audios can be useful in many
processes. Speech detection can be done on videos by
analyzing the audio signals from them. The analysis of the
audio signals can be done in many ways, such as finding the
amplitude and detecting the maximum peaks in the signals.
Signal analysis may be performed using the feature-based
approach. The feature-based approaches can be more reliable
for signal analysis since they are unaffected by other
disturbances. The method to identify the spoken word in the
video is done using the method of feature extraction. The
feature extraction method computes sound signal values to
detect the voice activity in the frames. The frames in which
the speech is detected are identified. The variation between
the values of the characteristics retrieved from the frames.
The energy and the zero-crossing rate are obtained as
features. The variation between the energy of the two frames
will be nil if no spoken word is detected.
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Fig 1: System Architecture

The video frames at which speech has occurred can be
recognised and based on that classification can be finished.
The input video is loaded. The video is converted into frames
and voice signals. The separated frames were then pre-
processed. In the pre-processing step, basic resizing
operations and filtering processes are applied. The filtering
procedure identifies the noise and substitutes the pixels with
alternative pixels. The non-linear digital filtering technique
recognises noisy pixels and replaces the noisy pixels
identified using the midpoint of nearby pixels. The procedure
is executed on the entire image in a specified window size.
The face and mouth were sensed from the frames depend on
the Viola-Jones detection method. Characteristics have been
derived from the voice signals. Energy and ZCR was derived
as features. Signal energy was commonly identified by
identifying the signal length and signal amplitudes. The
signal amplitude relates to the signal's value. The ZCR is the

zone of the signal where the amplitude decreases. The energy
and the ZCR were not affected by any other outer parameters
and hence are more reliable. The variation between the
derived features from each frame was calculated. The
variation within the frames that are having voice activity will
be one and the variation within the frames that are not having
voice activity will be zero. A binary decision tree produces
the decision of whether the frame has speech or non-speech.
The extracted decision is useful for the recognition of the
persons, Categorizing of the frames, and so on. The suggested
method has better accuracy when equated to the other
methods since the energy and zero-crossing rate is not
affected by other external parameters.

RANDOM FOREST ALGORITHM

Random forest is a prominent supervised learning technique
in machine learning. The term "forest" refers to the process of
assembling decision trees, which are typically trained using
the "bagging” method. The “bagging method” is a collection
of learning models that work together to improve the overall
outcome. The random forest decision tree's classifiers are
depicted in Figure 2.

One of the most significant benefits of random forest is that it
can be used to solve classification and regression issues, and
it is one of the most popular machine learning algorithms
today. Let's take a look at random forest categorization,
which is also referred to as the building block of machine
learning. A decision tree or a bagging classifier are both
examples of random forests. Fortunately, we don't need to
mix a decision tree and a bagging classifier because we can
just utilize the random forest classifier-class. It is simple to
deal with regression with the help of random forest by
employing regressor algorithms, as indicated in the flow chart
in Figure 3.
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Fig2: Random Forest Classifiers Decision Tree

The following steps and diagram depict the working process:
Step 1: Pick K data points at random from the training set.
Step 2: Create decision trees based on the data points you've
chosen.

Step 3: Choose an N for the number of decision trees we
wish to build.

Step 4: Repeat the first and second steps.

Step 5: Find the forecasts of each decision tree for new data
points, and allocate the new data points to the category that
receives the majority vote.
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Fig3. Flow chart illustrating Random forest algorithm

The entropy of Random forest algorithm is calculated by the
following expression

C
Entropy =, —p*log,(p,)
=1 1

The Mean Square Error for Random forest Algorithm is given
by

_1 N . N2
ws=1 3 (fi—yi

Where N= Number of Data Points, fi= Returned value, yi=
Actual value.
The mathematical description of random forest is explained
below
Algorithm: RFV
Given a training set S, containing K classes (i.e. the known classes) with size
M
1: Train a random forest 7/ on S ;
2:for i=1:k
for j=1:M,
vote, =[F' F} ... F/]
end

M,
V,=> FY /M, ;
i=l

end
3:for d=1:M,in S,
vote, =[F' Fy ... F!]
for i=1:k

if I‘;" <@V, :then d-thsample & {-thclass, denoted by I,'( =-1;

\» M, -+ M, respectively and the testing set S, withsize M,.

if I':" Za,V,:then d -thsample € i-th class, denoted by I,‘I =13
«, s a coefficient and the default is 1.
end

if ZII" =~k :then d -thsample € novelty;

else d -thsample ethe m -thclass where m =argmax :l‘:'/ :-;
i,k

end

I1l. FEATURE EXTRACTION:
1) MEL-FREQUENCY CEPSTRUM:
In speech signal processing, the mel-frequency cepstrum
(MFC), it is the representation of a short-term power
spectrum of a sound based on a linear cosine transform of a
logorithmic power spectrum on a nonlinear mel-scale of
frequency. Mel-frequency cepstral coefficients (MFCCs) are
the coefficients that are accumulatively form the MFC. They
are obtained from some sort of cepstral representation of an
audio clip (a nonlinear "spectrum-of-a-spectrum™). The main
difference between the cepstrum and the mel-frequency
cepstrum i.e, in the MFC, the frequency bands which are
equally spaced in the mel-scale,which estimates the human
auditory system's response more closely than that of the
linearly-spaced frequency bands which is used in the normal
cepstrum. This frequency warping can be allowed for better
representation of sound, like for example: an audio
compression.
MFCCs are usually explained as shown below:
1. Firstly to take Fourier transform of input signal.
2. Create the triangular / overlapping window by mapping the
spectral power on to a mel scale
3. To take the logarithmic of power at each stages of mel
frequencies.
4. Represent the discrete cosine transformation of the input
signal using the mel log power.
5. The resulting spectrum is obtained by magnitude of
MFCCs.

2) ZERO CROSSING TECHNIQUE:

The zero crossing technique is a slite where waveform will
cross over a zero level axis. When we will implement any
editing actions, like cutting, pasting, or dragging, ensure that
material is included at zero crossing which is displayed in
Figure4.

If we do not perform the operations at zero crossing technique
properly the result can have discontinuities in wave, which
will be recognized as clicks / pops in the sound.

To turn-on zero crossing on Edit Tab of an Audio Editor just
to ensure that selections that we made will be adjust every
time so that they will always begin and closed at nearest zero
crossing.

Fig4: Zero Crossing Representation
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3) MULTISCALE WAVELET TRANSFORM
FEATURES

Energy, Variance, Standard Deviation and Waveform Length
are the feature extraction algorithm which are sane for any
type of signals. Although this was mostly developed for the
myoelectric, EMG and the signal feature extraction for
prostheses control. The algorithms employs the coefficients
of wavelet transformation to extract few features which
including:

» One energy (E) feature

» Two standard and variance features

»  One waveform length feature

» One entropy feature

These are needed to specify the window size, window
increment, sampling frequency and so on.

ADVANTAGES / APPLICATIONS
The Real-Time human facial expression detection with
speech data fusion concept will be used in the different fields
of study mainly in Sociology, Security systems, Surveillance
environments, Human computer interaction, Entertainment
environments, Healthcare systems etc.,.

IV. RESULTS

The following are the results obtained from the novel
technique of data fusion for real time heterogeneous
background facial emotional signal analysis with speech
signal using the most popular machine learning algorithm
called random forest and multi scale wavelet transform
techniques. A square box indicated using yellow color which
illustrate the detected face and on top of that letters indicate
the facial emotions of the person shown from Figure.5 to
Figure.11.

Fig 5. Illustration of Real Time Facial Emotion “Happy”

W
e . .,

Fig 6. lllustration of Real ime Facial Emotion “Angry”

Fig 7. Illustration of Real Time Facial Emotion “Disgust”

Fig 8. lllustration of Real Time Facial Emotion “Surprise”
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Fig 9. lllustration of Real Time Facial Emotion “Angry”

Fig 10. llustration of Real Time Facial Emotion “Fearful”

sad

Fig 11. lllustration of Real Time Facial Emotion “Sad”

IV. CONCLUSION
This project described the advance image and speech
processing parameters and observed the results obtained from
data fusion technique for real time heterogeneous background
human facial emotional signal with speech signal using the

robust machine learning algorithm called random forest and
multi scale wavelet transform techniques using the
sophisticated advanced simulation MATLAB tool.

V. FUTURE WORK

The future applications of real time human action
recognition system using artificial intelligence and machine
learning techniques can also be made functional using novel
concept data fusion techniques. In this study the fusion of
multiple actions of a single person or multiple human actions
can be detected and recognized to obtain the best output
performance to the given input videos.
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