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    Abstract - This paper is based on Shannon Hartley channel 

capacity theorem aimed at interpreting the true cost of 

bandwidth within the channel during multicast.  The 

performance of Network Coding Algorithm (NCA) was 

improved by considering two (packet delay and packet loss) 

and three (packet delay, packet loss and packet rejection) 

performance metrics collectively on the NCA formulated as 

mixed integer linear programming problem. Simulation 

results showed that the average cost of bandwidth decreased 

by 27% when two performance metrics are considered as 

compared to the bench mark algorithm.  Similarly, as three 

performance metrics are considered, the average cost of 

bandwidth decreases by 37.1% when compared to the bench 

mark algorithm. Considering loss, delay and rejection of 

packets collectively also achieved a reduction in the average 

cost of bandwidth by 12.7% when compared to the NCA with 

two performance metrics of delay and loss of packets. It is 

evident from the simulation results obtained that as more 

performance metrics were considered, the average cost of 

bandwidth decreases. This indicates that the average cost of 

bandwidth was under estimated when number of considered 

metrics is lesser.  

Key words: Shannon Hartley channel capacity theorem, 

Multicasting, Bandwidth, Network coding and Network Coding-
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1. INTRODUCTION 

 In this paper the problem of bandwidth utilization during 

multicast over wireless network is studied. The work here 

is to send the same information from the source to all the 

receivers within the multicast group. According to [1], 

multicasting is the transmission of data in a group of nodes 

which is recognized by one and distinctive address. 

Multicast services allow one source to send information to 

a large number of receivers and it finds application in many 

areas such as audio conferencing, video conferencing, 

video-on-demand services, peer-to-peer file sharing,  

electronic learning, online shopping, distributed interactive 

simulation, software enhancement, Wireless Internet 

Protocol Television (IPTV), distance Education, group-

oriented mobile commerce, firmware reprogramming of 

wireless devices, distributed database replication, etc, [2, 

3]. One of the principal resources that an overlay network 

must manage is the access bandwidth to the internet and 

the energy consumption during multicast as nodes at 

different locations communicate with each other by 

relaying information over wireless links, which  represents 

a major cost [4]. It requires many issues to be addressed 

such as bandwidth, topology, loss of packets, delay, 

routing, reliability, security and quality of service, before it 

can be fully deployed [5]. 

Multicasting is a more general form of group 

communication than broadcast because all broadcast 

session can be viewed as a special case of multicast, where 

all nodes are within the multicast group. In network-wide 

broadcasting the objective is to distribute the generated 

data to all the nodes in the network  [6]. This problem is 

similar to the scalability problem that arises when trying to 

broadcast large amounts of data to many end-users in real 

time, for example, live streaming on the internet [7]. The 

main difference is that multicast, as opposed to broadcast, 

is directed to a specific set of end-users. Also, broadcasting 

everything to everybody would violate security principles 

of sensitive data [8]. 

 

Network coding helps in  increasing network throughput 

and security by encoding several packets with single packet 

size length and forwarding them in a single transmission 

time slot  [9, 10]. Minimizing the total bandwidth 

utilization of the links and energy consumption are the goal 

for all optimization problems for multicast routing 

algorithms. 

The authors in  [10] gives a simple example that with 

network coding, source could multicast information at a 

rate approaching h to all the receivers as the symbol size 

approached infinity. They demonstrated how the use of 

network coding can maximize throughput, ensure security 

and reliability of messages exchanged. [11] examined the 

performances of two multicast algorithms over coded 

packet wireless network. Simulation results clearly showed 

that the Network Coding Algorithm (NCA) outperformed 

the Multicast Incremental Power Algorithm (MIPA) for 

cost efficient multicast. Nevertheless, more performance 

metrics were not considered in the development of the 

NCA. The problem that prompted this intensive study ever 
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since is to be able to determine those factors which 

seriously affect the cost of bandwidth during multicast over 

coded packet wireless networks. Another crucial issue 

investigated in this paper is whether the channel capacity is 

truly represented in the proposed algorithm in accordance 

with Shannon Hartley channel capacity theorem.  

Therefore, there is a need to find an improvement to the 

proposed algorithm, the approach taken by this study is to 

introduce more performance parameters which affect the 

channel and particularly bandwidth utilization. 

Our algorithm can be viewed as an improvement of the 

NCA proposed by [11] were more performance metrics are 

collectively considered. [12] examined secured 

multicasting for wireless sensor networks by designing  a 

scheme that offer three levels of security during multicast, 

namely; low overhead, immediate authentication, and 

resilience to node compromise attack. Still, the scheme 

designed was only compared with only two public key 

cryptography scheme and can be more vulnerable to 

hackers. 

The aim of this research is to interpret the true cost of 

bandwidth utilization during multicast over wireless 

networks using Shannon Hartley channel capacity theorem 

in order to achieve the true representation of the channel. 

 

2. NETWORK CODING TECHNIQUES 

2.1 Random Linear Network coding 

To the best of our knowledge, Network coding was first 

proposed by [10] and it entails the transmission, encoding 

and re-encoding of messages arriving at nodes inside the 

network, such that the transmitted messages can be 

decoded at their final destinations [13]. It finds application 

in real networks where packets are subject to random loss 

and delay. The interest in Network coding increase as new 

applications are discovered in both theory and real time 

situation [14].. 

 
Figure 1: Basic Network Coding [10] 

As an example, consider a network multicasting two data 

bits, b1 and b2, from the source as shown in Figure 1.  With 

the help of network coding, it is possible to multicast two 

bits b1 and b2 from one source S to destination nodes Y and 

Z. Channels GH, HY, HW and WZ carry bit b1 and 

channels GI, JZ, JW, and WY carry the bit b2. Channels 

WX, XY, XZ carry the exclusive-OR b1 b2 and the node 

Y receives b1 and b1 b2, from which b2 can be decoded. 

Also, the node Z can decode the bit b1 from b2 and b1 b2  

and this encoding scheme has been implemented in 

practice, which is widely applied to network security, and 

network monitoring, multicasting and management [15] 

Network coding offers many benefits of ensuring that the 

security and reliability of messages exchange within the 

nodes, it saves bandwidth and maximized the network’s 

throughput. 

 

2.2 Shannon Hartley Channel Capacity Theorems 

According to [16], the bandwidth of a given channel 

increases as the noise within the channel increases. The law 

is named after Claude Shannon and Ralph Hartley. 

Shannon–Hartley equation relates the maximum capacity 

that can be achieved over a given channel with certain 

noise characteristics and bandwidth. It can be expressed by 

the following relationship; 

2log (1 / )C B S N                                    (1) 

where B is the bandwidth of the channel in Hz, 

 S is the signal power in watts, 

 N is the total noise of the channels in watts and  

 C is channel capacity.  

The bandwidth B is directly proportional to the noise N and 

hence, considering more parameters leads to an increase in 

the bandwidth of the channel [17]. The significant of 

equation 1 is to interpret the true picture of the channel as 

more noise or performance metrics are considered within 

the channel.  

 

2.3 Mathematical Model and Problem Formulation 

Consider a directed network G = (V, E), where V is a set of 

nodes and E is a set of directed links, V  G  and E  G  

denote the number of nodes and links in the network. 

s V  is the source node,  M V be a set of nodes 

involved in a group communication and M is called 

multicast group with each node M  as a group 

member. Each node v is assigned a cost  v  and a delay 

 v which are assumed to be nonnegative integers [18]. 

Given a set of nodes n and a cost 
ijC associated with node 

i  to j  (1 )i j n   . To find the minimum cost of the 

sub graph G denoted by  G  is defined by [19] as: 

   G  =  
 v E H

v


           (2)  

The delay of a path P in Graph G, denoted by  P is 

defined as: 

 P  =  
 v E P

i


          (3) 

where i is the delay encountered by the packets i   on a 

given link during multicast 

The problem can be formulated as a mixed integer 

programming where the optimization objectives are usually 

defined in terms of minimizing the cost of a multicast tree, 

and the cost in question is the bandwidth used, packet loss, 
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packet rejection and packet delay serves as the constraints 

[20, 21]. The objective function is defined  [22] as: 

 Min (q)=

( , )

n

ij ij

i j V

c y


 ( . ) ,i j V i j                  (4) 

Subjected to: 

i
j

ij ia
C C  ( , ) , i

ji j A a i                             (5)
 

      
 

( ) 400p     ( . ) ,i j V i j                            (6)              

( ) 4;l  i Source, i j  ( , )i j V 
   

(7)

( ) 8;p r  i Source, i j ( , )i j V    (8)

1

0
n

ij

y

y


 ; 

i Source, 
  /i v s            (9)                            

 where ijC = the cost of the bandwidth,  

ijy = the distance from one node to the other,  

( , )i

ji a
= the arc originating in node I with the lowest cost, 

 q =   the bandwidth (the cost) to be minimize
 

 p = packet delay   
 

 l = packet loss 

  r = packet rejection 

In formulating the problem, it is assume that packet loss is 

less than equal to four (4) decibel, packets delay to be less 

than 400ms and the number of packet rejection is eight (8) 

[1]. 

 

2.4 The Improved Network Coding Algorithm 

The INCA considers more performance metrics such delay, 

loss and rejection of packets rejection and it can be applied 

to two and three performance metrics respectively. The 

INCA was proposed in such a way that it can be applied to 

two or more performance metrics collectively. The value of 

packet delay was increased to 400ms to enhance efficient 

packet delivery. This also takes care of other delays such 

nodal processing delay, which deals with the physical 

characteristics of the path a packets traversed, delay on the 

process of transmission which is a function of link 

capacity, delay along the route, and queuing delay which 

depend on the traffic load along the path. These delay lead 

to bandwidth consumption during multicast and on the 

other hand, packet loss is also critical because when 

sending packets from the source to receivers, there are cost 

associated with them, and if they do not get to their 

destinations, there is additional cost involves in resending 

the packets again. So, a negligible value of the packet loss 

is set to be less than or equal to four (4) in such a way that 

the cost of lost packets within this range is tolerated and 

packet rejection to be less than equal to 8. 

 

 

 

 

 

 

 

3. RESULTS AND DISCUSSION 

3.1 Simulation Setup 

The performance of the INCA algorithm was evaluated by 

simulation. The INCA was implemented on visual studio 

2010 and simulation was carried out for 20, 30, 40, and 50 

randomly generated nodes multicasting to different groups 

of receivers. The standard parameters used for the 

simulation are shown in Table 1.  

 
TABLE 1: STANDARD SIMULATION PARAMETERS 

Parameter Value 

No. of random nodes 20, 50 

Value of packet delay ≤ 400 

Value of Packet loss ≤ 4 

Value of rejected packets ≤ 8 

Groups of receivers                                             2-10 

 

This simulation pattern were use in order to reach a 

decision with the one used by the NCA which serves as a 

benchmark. 

 
Table 2: Costs of Bandwidth for 20 Randomly Generated Nodes 

Multicasting to Groups of Receivers 

Number of 

receivers 

Cost of Bandwidth during Multicast 

Network       INCA with   INCA with 

coding          two               three 

Algorithm     parameters   parameters 

2 
3 

4 

5 
6 

7 

8 
9 

10 

1.0710 
4.0521 

3.6518 

3.9777 
4.0871 

5.9811 

7.6331 
8.3482 

8.5710 

0.3405 
1.5047 

1.6769 

2.2611 
3.2449 

4.9350 

5.5823 
6.2030 

8.4356 

0.1571 
1.4453 

1.5297 

1.2306 
2.4076 

4.3894 

5.4192 
5.9324 

7.2994 

  
Table 3: Costs of Bandwidth for 50 randomly generated nodes 

multicasting to Groups of Receivers 

Number of 

receivers 

Cost of Bandwidth during Multicast 

Network     INCA with       INCA with 

Coding       two                   three 

Algorithm   parameters       Parameters 

 

2 

3 

4 
5 

6 

7 
8 

9 

10 

0.9663 

2.5024 

3.4126 
4.9163 

5.6603 

6.5861 
7.7031 

8.4885 

8.7075 

0.7506 

1.6129 

2.0116 
2.8540 

4.3289 

5.9323 
6.4192 

6.9220 

7.8556 

0.2555 

1.0598 

1.6066 
2.8184 

4.3147 

5.0145 
6.2312 

6.0914 

7.0058 
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Figure 2: Cost of Bandwidth during Multicast for 20 Randomly Generated 

Nodes. 

 

Figure 3: Cost of Bandwidth during Multicast for 50 Randomly Generated 

Nodes. 

 

From Figures 2 and 3, it can be observed that the average 

cost of bandwidth decrease as more performance metrics is 

considered. For example in Figure 2, there is a reduction in 

the avearage cost of bandiwdth used during multicast when 

two performance metrics are considered by 27% when 

compared to the benchmark algorithm. Similarly, 

considering loss, delay and rejection of packets collectively 

lead to the reduction in the average cost of bandwidth by 

37.1% when compared to the benchmark algorithm. 

Equally, considering packet loss, packet delay and packet 

rejection collectively also achieved a reduction in the 

average cost of bandwidth used during multicast by  12.7% 

when compared to the NCA with two metrics. 
 

 

4. CONCLUSION 

This paper examined the performance of NCA and INCA 

with two and three metrics aimed at interpreting Shannon 

Hartley channel capacity theorem of bandwidth. As more 

performance parameters are applied on the NCA the 

average cost of bandwidth within the channel decreases 

during multicast for all the numbers of randomly generated 

nodes. From the simulation results obtained, we conclude 

that the average cost of bandwidth presented was under 

estimated when number of considered metric is lesser. All 

the performance metrics affecting the channel and 

bandwidth are not exhaustively considered, so the limit of 

the impact on the avearage cost of bandwidth is not reach. 

Future work will consider four or five performance metrics 

on the NCA to see the impact of these metrics on 

bandwidth consumption during multicast. The use of 

packets network has resulted in proffering many solutions 

to problems during multicast because of its reliability, 

security and resilience to node compromise and attacks. 
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