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Abstract - In this paper, a novel approach to depeparallel
pipelined architectures for the Fast Fourier tramsh (FFT) is
presented. The folding transformation and regist@nimization
techniques are proposed for designing FFT architexg. Novel
parallel-pipelined 128-point radix®2 FFT architecture for the
computation of complex and real valued fast Foutiansform are
derived. For Complex valued Fast Fourier Transfo@FT), the
proposed architecture takes benefit of underutilibardware in
the serial architecture to derive L-parallel arobitures not
including the increment of hardware complexity baetor of L. In
addition to, the new parallel-pipelined architectud®r the
computation of Real-valued Fast Fourier TransforRFET) is
presented. To reduce the hardware complexity, thepgeed
architecture exploits redundancy in the computatioh FFT
samples. A comparison is shown between the promtesgn and
the previous architectures.

Index Terms — Fast Fourier Transform (FFT), foldirrgdix-Z“,
register minimization.

. INTRODUCTION

DFT is one of the most important tools in the field
of digital signal processing. Several Fast FouFiemsform
(FFT) algorithms have been developed over the yéaeso
its computational complexity. FFT plays a criticale in
modern digital communications such as Digital Video
Broadcasting (DVB) and Orthogonal Frequency Divisio
Multiplexing (OFDM) systems. The design of pipeline
architectures for computation of FFT of complexuesl
signals (CFFT) has been carried out. Different allgms
have been developed to reduce the computational
complexity, of which Cooley-Tukey radix-2 FFT [H very
popular.

Algorithms such as radix-4 [2], split-radix [3] d&n
radix-Z [4] have been developed based on the basic radix-2
FFT approach. The one of the most classical appesafor
pipelined

implementation of radix-2 FFT is Radix-2 multi-padklay
commutator (R2MDC) [5]. A standard usage of theasje
buffer in R2MDC leads to the Radix-2 Single-patHagie
feedback (R2SDF) [6] architecture with reduced msmo
The architectures are developed for a specific{poin
FFT in [7] and [8], whereas hypercube theory isduse
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derive the architectures in [9].The method of dep#lg
these architectures from the algorithms is not well
established.

In additional, most of these hardware architectures
are not fully utilized and require high hardwarengexity.

In the period of high speed digital communicatiahs, high
throughput and low power designs are essentialdet rine
speed and power requirements while keeping thewsaed
overhead to a minimum. In this paper, a new aprda
design the architecture from the FFT flow graphs is
presented. Folding transformation [10] and register
minimization techniques [11], [12] are used to deri
several known FFT architectures.

If the input samples are real then the spectrum is
symmetric and approximately half of the operatiare
redundant. The applications such as speech, audage,
radar, and biomedical signal processing, a speeili
hardware implementation is best suitable to meetréal-
time constraints. The implantable or portable desaves
power by using this type of implementation whichaikey
limitation. Few pipelined architectures for reallued
signals have been proposed [13] based on the Brunn
algorithm. However, these are not widely used. édéht
algorithms such as doubling algorithm, packing gtgm
have been proposed for computation of RFFT. These
approaches are based on removing the redundarfctee o
CFFT while the input is real. RFFT is calculateihgsthe
CFFT architecture in an efficient manner [14].

In the folding transformation, many butterflies in
the same column can be mapped to one butterfly iitite
FFT size is N, a folding factor of N/2 leads to @-llel
architecture and in another design, a folding factoN/4
leads to design 4-parallel architectures in whichurf
samples are processed in the same clock cycleoV&ri
folding sets lead to a family of FFT architectures.
Alternatively, known FFT architectures can also be
described by the proposed methodology by seledtirg
appropriate folding set. To reduce latency andimaber of
storage elements, folding sets are designed. Tioe BFT
architectures were derived in an informady, and their
derivations were not explained in a systematic Widys is
the effort to simplify the design of FFT architeas for
arbitrary level of parallelism in an efficient manby
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means of the folding transformation. In this palee, prior
design architectures are explained by constructing
specific folding sets. Then new architecture isivéer for
radix and levels of parallelism and for either Deafion-In-
Time (DIT) or Decimation-In-Frequency (DIF) flowaphs.
The new architecture achieves full hardware utilia It
may be noted that all prior parallel FFT architeesudid not
achieve full hardware utilization. The new real FFT
architecture is also presented based on higherasdi

In [15], the parallel-pipelined architectures fhet
computation of RFFT based on radi-and radix-2
algorithms have been proposed. The real FFT anthites
are not fully utlized. This drawback is removed by
proposed methodology. The novel parallel-pipelif&eTl
architectures for the real-valued signals with fudirdware
utilization based on radix!2algorithm is presented. It
combines the advantages of radix-2lgorithms, which
requires fewer complex multipliers when comparechttix-

2 algorithm, with the reduction of operations using
redundancy.

This paper is organized as follows. The folding
transformation and register minimization based FFT
architectures design is presented in Section lé¢ fitoposed
architecture for complex FFT is explained in Sectid.
The proposed architecture for real FFT is explaimed
Section IV. In Section V, the proposed architectise
compared with the previous approaches and some
conclusions are drawn in Section VI.

II. FFT ARCHITECTURES DESIGN TECHNIQUES

In this section, the folding transformation method
and register minimization to derive several knowRTF
architectures is illustrated in general. The precas
described using an 8-point radix-2 DIF FFT as aangxe:

It can be extended to other radices in a similahifan. Fig.
1 shows the flow graph of a radix-2 8-point DIF FRhe
graph is divided into three stages and each of tbemsists
of a set of butterflies and multipliers. The twiedhctor in
between the stages indicates a multiplication "V~ -
where W, denotes the Rroot of unity, among its exponent
evaluated modulo N.
x0
x2

Fig.1 Flow graph of a radix-2 8-point DIF FFT.

This algorithm can be represented as a data flow
graph (DFG) as shown in Fig. 2. The nodes in th&sDF
represent tasks or computations. In this casehallnodes
represent the butterfly computations of the radieRT
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algorithm. Assume nodes A and B have the multiplier
operation on the bottom edge of the butterfly. Taiding
transformation is used on the DFG in Fig. 2 to dera
pipelined architecture.

To transform the DFG, a folding set is required
which is an ordered set of operations executechbysame
functional unit. Each folding set contains K ergrimme of
which may be null operations is called the foldiiagtor,
i.e., the number of operations folded into a sirfglectional
unit. The operation in thd"jposition within the folding set
(where j goes from 0 to K-1) is executed by thecfiomal
unit during the time partition. The term j is thelding
order, i.e., the time instance to which the nodsciseduled
to be executed in hardware.

Fig. 2 DFG of a radix-2 8-point DIF FFT.

For example, consider the folding set A =,{(J, [J, (1, AO,

Al, A2, A3} for K=8. The operatior0) belongs to the
folding set A with the folding order 4. The funata unit

executes the operations A0, Al, A2, A3 at the retspe
time instances and will be idle during the null gi®ns.

The systematic folding techniques are used to detie 8-
point FFT architecture. Consider an edge e conmgdtie
nodes U and V with w (e) delays. The folding equat{l)

for the edge e is

DE(U>V)=Kw(e)Py+v-u (1)

where R is the number of pipeline stages in the hardware
unit which executes the node U [10]. By using fotdsets,
folding equations are derived with negative deldygo
pipeline) and non negative delays (with pipeline or
retiming). Consider folding of the DFG in Fig.2 tvithe
folding sets

A={0, 0,0, 0, A0, AL, A2, A3}
B ={B2,B3,(, ], ], [, BO, B1}
c={c1,C2, C3[, 0, ], [, CO}.

Assume that the butterfly operations do not havg an
pipeline stages, i.e, RO, R=0, PR-=0.Retiming and/or
pipelining can be used to either satisfgU3»V) =0 or
determine that the folding sets are not feasiblg].[The
negative delays on some edges can be observed. The
equations are

De (A0 > BO) = 2 D (B0 CO) =1
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D: (A0 > B2) =- 4
De(Al > B1) =2
De(Al-> B1) =-4
De(A2 > B0) =0
De(A2 > B2) =-6
De(A3 > B1) =0
De(A3 > B3)=-6

D({B0>Cl)=-6

D(B1-> C0)=0

D(Bl1>Cl)=-7

D({B2>C2)=1
D(B2> C3)=2
D(B3> C2)=0
(B3> C3) =1

@)

The DFG can be pipelined is shown to ensure thaetb
hardware has non-negative number of delays. Thiedol
delays for the pipelined DFG are

De (A0 > BO) = 2 D (B0 CO) =1
D: (A0 > B2) = 4 D (B0 C1) =2
De(Al > B1) =2 D(B1-> C0)=0
D:(A1 > B1) = 4 D(B1>Cl)=1
De(A2 > B0) =0 D{B2>C2) =1
De(A2 > B2) = 2 (B2 C3) =2
De(A3 > B1) =0 D(B3> C2)=0
De(A3 > B3) =2 D{BE3>C3) =1 (3)
FOLDING L FOLDING .| RETIMING
SETS EQUATIONS FOLDING
EQUATIONS
FOLDED Y
ARCHITECTURE |< REGISTER LIFETIME
ALLOCATION ANALYSIS

Fig. 3 Block diagram of FFT design techniques

The technique for minimizing register is lifetimaadysis
[12] which analyzes the time for when a data is produced
(Tinpuy @and when a data finally is consumed,(J,).

T input= U + R 4)
T oupu= U + Ry + max, {De(U—-V)} ®)

whereu is the folding order of U andAs the number of
pipelining stages in the functional unit that exesw. From
(3) the 24 registers are required to implement ftiided
architecture. Lifetime analysis technique is usediésign
the folded architecture with minimum possible régis. For
example, in the current 8-point FFT design, corsithe
variables y0, y1,. . . y7, i.e., the outputs at themdes
AO0,A1,A2,A3 respectively. It takes 16 registers to
synthesize these edges in the folded architecture.linear
lifetime table and lifetime chart for these varebis shown
in Fig. 4 and Fig. 5. From the lifetime chart, &ncbe seen
that the folded architecture requires 4 registersgposed to
16 registers in a straightforward implementatiohe Thext
step is to perform forward-backward register altmra

NODE

Tinput-> Toutput
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yo 4>6
yl 5>7
y2 -

y3 -

y4 4>8
y5 52>9
y6 6>8
y7 79

Fig.4 Linear lifetime table

Cycle# 0 y1 y2 y3 y4 y5 y6 y7 Live#
4 0
5 2
6 —& 4 4
7 4 ¢ 4
8 ¢ ¢ 4
9 ¢ ¢ 2

Fig.5 Linear lifetime chart
[S] @16 v5 va4 $y1 yO
7 | 3w v6 v5 va v
8 v7 v5 va

Fig. 6 Register allocation table.

From the allocation table in Fig.6 and the foldegations,
the final architecture in Fig. 7 can be synthesiaed can be
derived by minimizing the registers on all variabs once.
The hardware utilization is only 50% in the derived
architecture. This can also be observed from thdirfig sets
where half of the time null operations are beingaeted,
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Fig. 7 Folded architecture.

Ill. PROPOSED ARCHITECTURES WITH COMPLEX
INPUTS (CFFT)

The proposed approach can be described using

folding methodology [10].The 4-parallel 128-pointFF
architecture can be derived using the followingliiog sets.

A ={A0, A1, A2, A3} A'={AD0, A'l, A2, A'3}
B ={B3, B0, B1, B2} B'={B’3, B0, B'l, B'2}
c={C1, C2,C3,C0} C={C1,C2 C3 C0}
D ={D1, D2, D3, D0} D’ ={D’1, D'2, D'3, D'1}
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128 point CFFT architecture based on radiagorithm

Another constant multiplier stage is required befor

the sixth butterfly stage. The CSD complex constant

multiplier processes the multiplication of twiddéetors\We,
W WA W These twiddle factors correspondctis (z/8),
sin (z/8), andcogqx/4).

IV. PROPOSED ARCHITECTURE WITH REAL INPUTS
(RFFT)

The proposed radix?*24-parallel architecture is
explained usingN = 128 point FFT is shown in fig.9.
Further, the folding sets can be modified to detiygarallel
architectures of anp-point RFFT.
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The folded architecture can be derived by writing
the folding equation [10] for the edges in the flgwaph.
The register minimization techniques and the fodvand
backward register allocation scheme [12] are adptie
derive the architecture and then the final architeccan be
derived. The 128-point FFT flow graph is based axafix-2*
algorithm which is decimated in time. To achieve ttigh
throughput requirement with low hardware cost, btita
proposed pipelining method and radi-&lgorithms are
exploited in this design.

The proposed 4-parallel 128-point FFT architecture
is shown in fig.8. It consists of two parallel dgtaths
processing two input samples. Each data path densfs
seven butterfly units, four constant and two fudimplex
multipliers, delay elements and multiplexers. Thaction
of delay elements and switches is to store anddezathe
input data until the other available data is reedivor the
butterfly operation. The four output data valueseagated
after the first stage are multiplied by constanidtie
factors W'y = €28 WP, = €28 These twiddle factors can
be implemented efficiently using Canonic Signed iDig
(CSD) approach. The outputs after the third stage a
multiplied by the nontrivial twiddle factor.

X K

B

@, — Iﬁlﬂ:,\

Cangtan! G20
Wstplers

Fig.8 Proposed

The radix-2 algorithm is described in detail in [8].
We can modify the flow graph similar to the othadices.
The advantage of radix*2lgorithm is that it needs only one
full multiplier every four stages. To derive thepédrallel
architecture divides the nodes into two groups. fidwes in
the same group are processed by the same computisiio
Consider the following folding sets.

A={A0, A2, A4, AB}
B = {B1, B3, BO, B2}
c={Cc2, C1, C3, C0}
D = {D3, DO, D2, D1}

A’ ={A1, A3, A5, A7}
B’ = {B5, B7, B4, B6}
C ={C6, C5, C7, C4}
D’ = {D7, D4, D6, D5}
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The mapping of nodes to different butterfly
structures can be different in the case of 4-fsral
architecture. The nodef84,..., B} can be implemented
with only a complex multiplier instead of BFIV stiture, as
these nodes consists of only complex multiplication
operation.

Three different butterfly structures are necessary
handle the real and complex data paths. Similaadix-2*
architectures, complex multipliers need to operate
samples computed at different time instances.

V. COMPARISON AND ANALYSIS
A.) Complex FFT:

A comparison is made between the previous
pipelined architectures and the proposed oneshécase of
computing anN-point complex FFT in Table 1. The
comparison is made in terms of required numbeoaffex
multipliers, adders, delay elements, twiddle fest@nd
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throughput. The proposed architectures can prodess
samples in parallel, thus achieving a higher perforce
than previous designs. When compared to some pu®vio
architecture, the proposed design doubles the giwmut
and halves the latency.

B.) Real FFT:

The Table 2 shows the hardware complexity and
the throughput of the previous architectures ané th
proposed ones for computing &hkpoint Real FFT. The
hardware complexity of the architectures dependsthen
required number of multipliers, adders and delameants.
The performance is represented by throughput. Timeber
of multiplier required in the radix*2architecture is less
compared to the previous designs. The proposed RFFT
architecture leads to low hardware complexity.

gl B et e ==

A AR A

o M R M
- 11X 14|

2 T"]".: _"_lﬂ"']'.' I_"'I_:_”'L !_'llm"D" L
Mubpdar

Fig.9 Proposed 128-point RFFT architecture basesdin-2 algorithm

Table : 1 Comparison of Pipelined Hardware Architees for the Computation of N -Point CFFT

ARCHITECTURE #MULTIPLIERS # ADDERS #DELAYS | THROUGHPUT
R2MDC 2(logN-1) 4logN 3N/2-2 1
R2SDF 2(logN-1) 4logN N-1 1
R2°SDF (logN-1) 4logN N-1 1
R2°SDF (logN-1) 4logN N-1 1
Radix-2 (4-parallel) 4(logN-1) 8logN 2N-4 4
Radix-Z (4-parallel) 3(logN-1) 8log:N 2N-4 4
Radix-2 (4-parallel) logsN-1 4logN 3N/2-2 2
Radix-Z (4-parallel) 2(logigN-1) 4logN N-4 4
Ragavi.V,K.Renuka
491

International Journal Of Engineering Research and Technology(1JERT), ICSEM-2013 Conference Proceedings



ARCHITE | #MULTIP | #ADD | #DEL | THROUG
CTURE LIERS ERS | AYS HPUT
R2MDC 2(logN-1) | 4logN | 2(3N/2- 1

2)
R2SDF 2(logN-1) | 4logN | 2(N-1) 1
R2’SDF (logN-1) | 4logN | 2(N-1) 1
R2°SDF (logN-1) | 4logN | 2(N-1) 1

Radix-Z(4- | 2(logN-1) | 4logN | <2N 4
parallel) -2

Radix-Z(4- | 2(loggN-1) | 4logN | < 2N 4
parallel) -2

VI. CONCLUSION

A novel four parallel 128-point radix!2FFT architecture
has been developed using proposed method. The hardw
costs of delay elements and complex adders anautimber

of complex multipliers is reduced using higher ra@iFT
algorithm by using proposed approach. The througbpn
be further increased by adding more pipeline stadesh is
possible due to the feed-forward nature of thegiesrhe
power consumption can also be reduced and leddsito
hardware complexity in proposed architectures coatgpho
previous architectures. The simulation can be donasing
Modelsim software. A generalized approach to" design
efficient architectures for the computation of RFiSTalso
proposed. The approach can be extended to rddand
higher radix algorithms. Further higher parallelhatectures
can be developed using the proposed approach.
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