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Abstract - In this paper, we proposed a method of 

speech processing degraded by reverberation. 

The processing method involves identifying and 

manipulating the linear prediction residual signal 

using Itakura Entropy Weighted Algorithm 

(IEWA). The Linear Prediction (LP) residual 

contains the original excitation impulses along 

with several other peaks due to reverberation. 

The weighted residual signal samples are used to 

excite a time-varying all-pole filter to obtain 

perceptually enhanced speech. The performance 

is evaluated through Signal to Reverberant 

component Ratio (SRR), speech waveforms, 

Spectrograms, and Inverse filter characteristics. 

   Key words–All-pole filter, Itakura Entropy 

Weighted Algorithm, Linear Prediction residual, 

Reverberation, Signal to Reverberant component 

Ratio (SRR). 

I.INTRODUCTION 

he quality of speech signal in enclosed spaces is 

degraded by additive noise and reverberation. In 

this paper we consider enhancement of speech under 

reverberant conditions. Reverberation occurs due to 

reflections of direct path of sound wave from 

surrounding walls and objects. 

A reverberant sound is created in an enclosed space 

when a sound is produced causing a large number of 

echoes to build up and then slowly decay as the 

sound source stops but the reflections continue, 

decreasing in amplitude until they die. Normally, 

degraded speech is processed assuming that the 

degradation has long term stationary characteristics 

relative to speech. 

The following Figure 1 shows the direct sound and 

its reflections. Reverberation is the collection of all 

those reflected sounds.  

A reverberant signal is quite different from an echo 

signal. Echo is the case where the reflection of direct 

sound is heard or recorded after the sound of first 

syllable from direct path is heard or recorded, 

whereas in reverberation, it is heard before the 

completion of direct path sound. 

 

 

 

 

 

 

 

 

Figure 1: Direct and reflectedspeech signals 

reaching receiver 

Reverberation Time RT60is the time required for the 

reflections of a direct sound to decay 60dB. Basic 

factors that affect room‟s reverberation time include 

the size and shape of the enclosure as well as the 

materials used. Even people and their belongings 

also affect RT60. 

Reverberation is the process of multi-path 

propagation of an acoustic signal 𝑠(𝑛) from its 

source to one or more receivers. The observed signal 

a the receiver can be written as 

𝑥 𝑛 =  𝑕 𝑚 

∞

𝑚=0

𝑠 𝑛 − 𝑚  𝟏.𝟏  

where 𝑕 𝑚  is the room impulse response. 

In noise suppression and dereverberation, there is 

more emphasis on improving the overall SRR of the 

degraded speech. While attempting to reduce the 

degradation effects, the natural characteristics of the 

speech may change. In order to improve the overall 

SNR or SRR, it is necessary to reduce the noise in 

the low SNR regions. 

Several microphone methods have been proposed for 

enhancement of speech degraded by room 

reverberation. The microphone array based methods 

enhance the signal in particular direction and 

suppress signals from other directions. 

Methods focusing on characteristics of speech also 

have been proposed for enhancement of degraded 

speech. Two such algorithms used for enhancement 

are Linear Prediction Algorithm (LPA) and Itakura 

Entropy Weighted Algorithm (IEWA). These 

methods are mainly dependent on periodicity 

property.  

T 
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LPA concentrates on calculating the LP coefficients 

and synthesizing the output frames from those 

coefficients via inverse filter designed depending on 

the characteristics of LP coefficients whereas the 

IEWA calculates the LP residual signal from the LP 

coefficients and modifies the LP residual, from 

which the output dereverberated speech is 

synthesized. 

The clean and reverberant speech signals are shown 

in Figures 2 and 3. The clean speech is, the utterance 

“One Two Three Four Five Six Seven Eight Nine 

Ten” by a male speaker. 

 
Figure 2: (a) Clean speech signal (b) It’s Spectrogram 

 
Figure 3: (a) Reverberant speech signal (b) It’s Spectrogram 

II. LINEAR PREDICTION AND LP RESIDUAL 

PROCESSING ALGORITHMS 

The residual signal following LP analysis has been 

observed to contain the effects of reverberation, 

comprising peaks corresponding to excitation events 

in voiced speech together with additional peaks due 

to the reverberant channel. Several LP residual 

processing techniques have been developed using 

established models of speech production. These aim 

to suppress the effects of reverberation without 

degrading the original characteristics of the residual 

such that dereverberated speech can be synthesized 

using the processed residual and the all-pole filter 

resulting from LP analysis on the reverberant speech. 

The redundancy in the speech signal is exploited in 

the Linear Predictive (LP) analysis. The prediction of 

current sample as a linear combination of past „𝑝‟ 

samples form the basis of linear prediction analysis  

 

where „𝑝‟ is the order of prediction. The predicted 

sample 𝑠 (𝑛) can be represented as 

𝑠  𝑛 =  − 𝑎𝑘

𝑝

𝑘=1

𝑠 𝑛 − 𝑘 (𝟐.𝟏) 

 

 

where 𝑎𝑘, k=1,2…𝑝 are the prediction coefficients 

and 𝑠(𝑛) is the windowed speech obtained by 

multiplyingshort time speech frame with a hamming 

or similar type of window which is given by 

 

𝑠 𝑛 = 𝑥 𝑛 .𝑤(𝑛)(𝟐.𝟐) 

where 𝑤(𝑛) is the windowing sequence. 
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The prediction error 𝑒 𝑛  can be computed by the 

difference between actual sample 𝑠(𝑛) and the 

predicted sample 𝑠 (𝑛) which is given by 

𝑒 𝑛 = 𝑠 𝑛 − 𝑠  𝑛 = 𝑠 𝑛 +  𝑎𝑘

𝑝

𝑘=1

𝑠(𝑛 − 𝑘)(𝟐.𝟑) 

The primary objective of LP analysis is to compute 

the LP co-efficients which minimizes the prediction 

error 𝑒 𝑛 . 

(A) LP Residual 

LP residual is the prediction error 𝑒 𝑛  obtained as 

the difference between the predicted samples 𝑠  𝑛  
and the current sample 𝑠(𝑛) which is as given in 

equation 2.3. 

In the frequency domain, the above equation 2.3 can 

be represented as 

𝐸 𝑧 = 𝑆 𝑧 +  𝑎𝑘

𝑝

𝑘=1

𝑆 𝑧 𝑧−𝑘(𝟐.𝟒) 

The transfer function of the LP error filter can be 

obtained as 

𝐴 𝑧 =
𝐸(𝑧)

𝑆(𝑧)
= 1 +  𝑎𝑘

𝑝

𝑘=1

𝑧−𝑘(𝟐.𝟓) 

(B) Linear Prediction Algorithm (LPA) 

1. Input:Reverberant speech signal acquired   

through one distant microphone. 

2. Divide the input speech into short 30ms 

frames and perform windowing using 

Hamming window. 

3. Perform the LPC analysis on each 

windowed frame and calculate the LP Co-

efficients. 

4. Compute the Linear Prediction (LP) residual 

from the calculated LP co-efficients of each 

separate frame. 

5. Synthesize the speech signal frames using 

the inverse filter designed using LP residual 

along with LP co-efficients. 

6. Combine the synthesized frames to form the 

entire output speech. 

7. Output:The dereverberated speech signal. 

This algorithm uses the LP co-efficients and LP 

residual, calculated for each frame and synthesize the 

output dereverberated speech using the inverse filter 

designed using those LP parameters. As the LPC 

Analysis method predicts the current sample from the 

previous samples, the effect of reverberation can be 

estimated from the LP co-efficients and LP residual 

and is reduced using the inverse filter designed 

according to the data from LP parameters and 

filtering each speech frame. 

The schematic diagram of the above explained 

algorithm is shown in the below Figure 4. 

 
Figure 4: Schematic Diagram of the proposed 

algorithm with LPC Co-efficients and LP 

Residual 

 

 

(C) Itakura Entropy Weighted Algorithm (IEWA) 

1. Input:Reverberant speech signal acquired   

through one distant microphone. 

2. Divide the input speech into short 30ms 

frames and perform windowing using 

Hamming window. 

3. Perform the LPC analysis on each 

windowed frame and calculate the LP Co-

efficients. 

4. Compute the Linear Prediction (LP) residual 

from the calculated LP co-efficients of each 

separate frame. 

5. Synthesize the speech signal frames using 

the inverse filter designed using LP residual 

along with LP co-efficients. 

6. Compute the M-bin histogram of the 

samples in each frame of the LP residual 

signal. 

7. Compute the entropy 𝐻 =
− 𝑝𝑖 log⁡(𝑝𝑖)

𝑀
𝑖=1 and smooth entropy for 

each frame, where 𝑝𝑖  is the estimated 

probability in the i
th

 bin of the histogram. 

8. Compute the gross and fine weight functions 

by mapping the smoothened entropy to 

weight values using the functions 

 

𝑤𝑔𝑟𝑜𝑠𝑠 =  
1 − 𝑏

2
 𝑡𝑎𝑛𝑕  −𝑎𝑔 ∗ 3.14

∗  𝐻𝑠 − 𝑎   

+  
1 + 𝑏

2
 (𝟐.𝟔) 
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𝑤𝑓𝑖𝑛𝑒 =  
1 − 𝑏

2
 𝑡𝑎𝑛𝑕 −𝑎𝑔 ∗ 3.14 ∗ 𝐻𝑠  

+  
1 + 𝑏

2
 (𝟐.𝟕) 

Where 𝑎 = 1.55, 𝑏 = 0.05,𝑎𝑔= 1.5 are fixed 

parameters in Itakura weights calculation 

and 𝐻𝑠  is the smoothened entropy. 

9. Compute the overall weight function by 

multiplying the gross and fine weight 

functions. 

10. The LP residual is modified by multiplying 

the overall weight function with the LP 

residual calculated earlier from LP co-

efficients. 

11. Synthesize the speech signal frames using 

the inverse filter designed using modified 

LP residual, using Itakura Entropy weighted 

algorithm, along with LP co-efficients. 

12. Combine the synthesized frames to form the 

entire output speech. 

13. Output: The dereverberated speech signal. 

 

In this algorithm the LP residual signal calculated 

from LP co-efficients are modified using the Itakura 

Entropy Weighted algorithm. Here, the entropy in 

each frame is calculated from which the gross and 

fine weight functions are computed which further 

gives the overall weight function to be multiplied 

with the LP residual signal to form the modified LP 

residual signal. This modified LP residual signal 

along with the LP co- efficients is used to synthesize 

the dereverberated speech frames, by inverse 

filtering, which are to be combined to form the final 

dereverberated speech. 

This algorithm gives better SRR compared to the 

former as the LP residual is modified according to the 

speech characteristics instead of blind inversion. 

The schematic diagram of the above explained IEWA 

is shown in the below Figure 5. 

 
 

Figure 5: Schematic Diagram of the Itakura 

Entropy Weighted algorithm 

III. SIMULATION RESULTS 

In this section the performance of the proposed 

method is examined for processing speech data 

degraded by reverberation. The performance of the 

method is evaluatedthrough subjective and objective 

analysis. For this purpose the reverberant speeches 

with different reverberation times were considered. 

As a part of the objective analysis, the Signal to 

Reverberant component Ratio of input reverberant 

speech and output dereverberated speech were 

evaluated and recorded. The corresponding results 

were shown in the Table 1. 

 

Sl. 

No. 

Input 

Speech 

Input 

Speech 

SRR 

(dB) 

Output 

Speech 

SRR (dB) 

LPA 

Output 

Speech 

SRR (dB) 

IEWA 

1 Malevoice 25.1281 39.5385 47.1161 

2 Arena600 21.2372 22.7777 26.3143 

3 Arena800 21.0868 22.3018 25.7898 

4 Arena1300 18.3616 26.3200 27.3037 

5 Arena2000 20.7818 23.2586 27.3982 

6 Arena5000 24.1773 26.4172 29.8265 

Table 1: Comparison between Input and Output 

Speech Signals for different inputs 

 

From the analysis of the results, it is evident that the 

IEWA provides high SRR compared to LPA.  

Considering the malevoice referring to the above 

table, the waveforms and spectrograms of the input 

reverberant speech and the output dereverberated 
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speech from two algorithms are shown in the Figures 

6 and 7 respectively. From the Figures it can be 

observed that LPA lacks sharpness and precision in 

the dereverberated speech whereas the IEWA 

provides dereverberated speech with sharp details 

and precision.From the subjective analysis it is 

confirmed that the quality and intelligence of IEWA 

is high. This is because LPA just uses the 

enhancement provided from LP analysis whereas the 

latter uses LP residual processing besides LP 

analysis. 

 
Figure 6: Wave forms: 

(a) Input Reverberant speech (b) Output speech 

using LPA (c) Output speech using IEWA 

Figure 7: Spectrograms: 

(a) Input Reverberant speech (b) Output speech 

using LPA (c) Output speech using IEWA 

By subjective analysis, the performance of the two 

algorithms was verified for different reverberant 

speeches and is found and confirmed that there is 

increase in quality and intelligence of the processed 

reverberant speech. Both the algorithms improves the 

quality but the performance of IEWA is 

highcompared to LPA which is evident from both 

subjective and objective analysis. 

IV. CONCLUSION 

In this paper, a new approach for processing 

reverberant speech via Itakura Entropy Weights is 

proposed. Experimental results show that the 

proposed method can be applied in speech 

recognition applications in which the speech signal is 

contaminated by reverberation. The processing was 

done by weighting the LP residual signal and the 

weight function was derived using the characteristics 

of the reverberant speech. The resulting signal shows 

reduction in the perceived reverberation without 

significantly affecting the quality. By adjusting the 

parameters used for obtaining the weight function, 

the comfort level in the processed signal can be 

traded with the distortion caused by the manipulation. 

Thus processing the LP residual signal provides an 

alternative approach for enhancing reverberant 

speech.  In further work, we intend to evaluate the 

performance in real room responses considering an 

automatic speech segmentation strategy. 
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