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Abstract— Classification is one of the most important 

technique in machine learning. It has been found that 

classification is most widely used in all sectors. Classification is 

supervised learning technique which uses predefined data set 

to make accurate decisions. In this work, we use techniques 

such as SVM, KNN, Decision tree and Naïve bayes, Random 

forest and Logistic Regression to identify the type of thyroid 

disease using ANACONDA as software and python 

programming language is used to implement these algorithms. 

As last step, we compare accuracy of logistic regression and 

random forest and represent in graphical form. This system is 

used to provide diagnosis report of thyroid to patients with 

reduced cost. 

Keywords— KNN, Naive bayes, ANACONDA, Decision tree, 

Random forest, Logistic Regression. 

 

I. INTRODUCTION 

     Classification techniques plays an important role in 

analyzing diseases with reduced cost to the patients. 

Recently, Disease diagnosis is the difficult step in medical 

field because numerous diseases occurs every year. Now-a-

days, a wide variety of diseases are detected worldwide. So, 

the detection of type of disease has become crucial. Today, 

Diseases are increasing exponentially and new variety of 

diseases are discovered. So, there is need of system to 

identify the type of disease and also to detect the type of 

disorder. Data mining plays a vital role in dealing with 

disease diagnosis. Thyroid is one of disease which has 

spread throughout the world. As per recent research, thyroid 

has wide spread all over the world and women are likely to 

be affected more to thyroid disease than men. It is caused 

due to dysfunction of thyroid gland located at Adam’s apple 

of human body. 

 

II. INFORMATION ABOUT THYROID 

 

    The thyroid is an endocrine gland which secretes the 

hormones directly into the blood. The capacity of thyroid 

organis to create the thyroid hormones. Thyroid disease 

most likely to affects the women during pregnancy and 

menstrual cycle. These   thyroid hormones will control the 

metabolism of body. If these hormones are not produced in 

proper quantity, it slow down the overall body processes. 

Thyroid is mainly of two types - Hyperthyroidism and 

Hypothyroidism. These are caused due to production of 

thyroid hormones inappropriately. Thyroid disease can even 

lead to cancer which may lead to death. Hyperthyroidism is 

increase in functioning of thyroid gland and vice versa. This 

is caused due to lack of iodine in human body which leads 

to thyroid and severe conditions like goiter, cretinism, 

myxedema. Iodine is an important element in human body 

which are mainly responsible to produce T4 and T3 

hormones. The thyroid gland produces tri-iodothyronine 

(T3) and Lthyroxine (T4) which plays an important role in 

metabolism of the body and it is a material which is binded 

with protein. Thyroid hormones are required for mental and 

physical development of body. It is responsible for 

maintaining electrolyte and other mineral levels in body. It 

also controls central nervous system, brain and other parts of 

the body. So, Thyroid hormones is important for all over 

development of human body. Thyroid disorders are the 

condition which makes improper functioning of the thyroid 

gland. This gland plays numerous and diverse roles such as 

regulation of various metabolic processes in human body. 

The hypothalamus in the brain produces Thryrotropin 

releasing hormone (TRH) which causes pituitary gland to 

release hormone called thyroid stimulating hormone (TSH). 

This happens when there is a lack of production of thyroid 

hormone. TSH is the one which stimulates thyroid gland to 

release T4. Improper function of thyroid gland also affects 

the thyroid as well as other functions of the human body. 

Thyroid disease can be classified mainly into two types are 

–  

1)  Hyperthyroidism 

      This is a disorder where thyroid gland produces 

enormous amount of thyroid hormones. Common symptoms 

of this includes restlessness, agitation, tremors, weight loss, 

rapid heartbeat, frequent bowel movements. In this disease 

most of T4 hormone gets converted to T3. The main causes 

of hyperthyroidism is excessive intake of iodine, abnormal 

secretion of TSH, Excessive intake of thyroid hormones. 

Grave’s disease is severe condition of thyroid which may 

lead to death. 

 

2) Hypothyroidism 

 Hypothyroidism is a situation where amount of 

production of thyroid hormone reduces. Common symptoms 
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of hypothyroidism includes dry skin, constipation, feeling 

cold, prolonged menstrual bleeding, sudden weight gain. 

This also causes other disorders such as Thyroid hormone 

resistance, Hashimoto’s thyroiditis. 

III. LITERATURE SURVEY 

      MC-CNN architecture can be used to detect thyroid 

nodules from the ultra sound images of thyroid disease. It 

can detect the thyroid nodules in smarter way. This system 

also plays an important role in detecting thyroid nodules in 

easier way.  [5]. As compared to this reference we found a 

work which contained A research study which was made on 

different algorithms to check accuracy in detecting various 

types of cancer. This research included all variety of cancer 

such as colon cancer, thyroid cancer and compared the 

accuracy using area under the curve method. This study 

compared various boost algorithms with support Vector 

Machine algorithm. SVM is proved to be more efficient than 

xg boost, d boost and boost 1 algorithms. So, this study 

concluded that SVM is the best algorithm to detect the 

cancer [6]. Further another system was proposed with KNN 

and SVM for thyroid disease diagnosis. This system had two 

phases. In first phase, it is checked whether dataset contains 

any missing value if it has missing value then KNN 

imputation method is used to fill the missing values in input. 

And after that the dataset is sent into SVM to detect thyroid 

disease. In second phase, if dataset contains no missing 

value it is sent directly into SVM without sending data into 

KNN algorithm. This system is one which can reduce 

thyroid diagnosis cost for patients [2]. In year 2019, 

detection of thyroid nodule is done with Convolutional 

neural networks which takes ultrasound images as input [3]. 

Later a system was innovated which uses data mining 

techniques such as KNN, SVM, Decision tree, Back 

propagation techniques to predict thyroid disease [1]. A 

work on diagnosis of thyroid using Naive bayes classifiers, 

KNN, Decision tree and SVM and compared accuracy of all 

algorithms but decision tree performed highest accuracy of 

98.89% than other algorithms [4]. 

 

IV. DATASET DESCRIPTION 

Data set is collected from repository data which consists of 

records of thyroid patients. Thyroid data set consists of both 

boolean or contiunous valued variables. This dataset has 

fifteen attributes 

 

 

Table 1. Dataset description 

V. DATA MINING TECHNIQUES  

     USED IN THE STSTEM 

1) K – Nearest Neighbors 

KNN is unsupervised learning algorithm which is simple 

algorithm that compares test data with existing data set to 

find missing attribute values in test data. It is mainly used in 

applications such as economic forecasting, data 

compression, genetics. The main advantage is easy to 

implement, robust to noise in input data. On other hand it 

takes more time to classify the data as it processes the entire 

training data. 
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2) Support Vector Machine 

It is a supervised learning algorithm which is used for 

both classification as well as regression. It uses hyperplane 

which separates the training data into separate classes. 

Advantage of SVM is it uses less memory because it uses 

subset of training data. But it has disadvantage of using more 

dimensional space if the number of features increase. Kernel 

function can be used to overcome this drawback. 

 

3) Decision Tree 

Decision tree is a supervised tree algorithm which help 

in decision making by using tree presentation. Each leaf 

node is class label, internal node is attribute and root node 

represents resultant output. Decision tree splits nodes on all 

available variables and selects best split to get final outcome. 

 

4) Random Forest 

Random Forest is a flexible algorithm which consists of 

many decision trees. This algorithm constructs decision 

trees for data samples and then takes predictions from all 

decision trees and then combines all decision trees to select 

best among the decision trees. This works in similar way to 

voting and finally selects the best decision based on 

majority. 

 

5) Logistic Regression 

This is appropriate algorithm for Regression analysis 

which explains relationship between one dependent binary 

variable and one or more ratio level independent variables. 

This algorithm best suited for continuous variables. 

Advantage of Logistic Regression is easier to implement and 

efficient to train. 

 

VI. PROPOSED WORK 

 

      The proposed system has used Random Forest and 

Linear/Logistic Regression Techniques to classify the 

thyroid dataset. The thyroid Dataset is taken from a site 

which has thyroid patient records. The current system has 

three phases in classifying thyroid data sets. This includes 

Input phase, pre-processing and Classification phase. The 

input phase is where the predefined data set collected from 

repository. Next phase is pre-processing phase where 

missing values are filled and last phase is where Random 

forest as well as logistic regression are used to classify 

thyroid data into its types. The output is three types like 

hypothyroid, normal and hyperthyroid as shown in fig 3. At 

last the performance is calculated and compared to identify 

the best classification algorithm as shown in fig 4. 

 

Advantages of the system 

 

We will show more accuracy with the proposed work in 

terms of performance. 

We applied preprocessed technique to minimize the 

execution time. 

 
 

Fig 1. System for thyroid classification 

 

VII. IMPLEMENTATION 

 

 

a) Random Forest 

 

1.  Select k data sets randomly from given training data 

2. For selected data sets build a decision trees for these 

     subsets which is chosen. 

3. Choose number N for decision trees that you want to 

build. 

4. Repeat steps 1 and 2. 

5. For new data sets, calculate each decision tree prediction 

and add new data set to class which has majority. 

 

b)    Logistic Regression 

1. Draw the scatterplot. Look for 1) linear or non-linear 

pattern of the data and 2) deviations from the pattern If 

there are outliers, you may consider removing them 

only if there is a non-statistical reason to do so. 

 

2. Fit the least-squares regression line to the data and 

check the assumptions of the model by looking at the 

Residual Plot and normal probability plot If the 

assumptions of the model appear not to be met, a 

transformation may be necessary. 

 

3.  If necessary, transform the data and re-fit the least-

squares regression line using the transformed data. 

 

4. If a transformation was done, go back to step 1. 

Otherwise, proceed to step 5.  

 

5. Once a good-fitting model is determined, write the 

equation of the least-squares regression line. Include the 
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standard errors of the estimates, the estimate of  , and 

R-squared.  

 

6. Determine if the explanatory variable is a significant 

predictor of the response variable by performing a t-test 

or F-test. Include a confidence interval for the estimate 

of the regression coefficient (slope). 

 

VIII. RESULTS 

 

 
 

                         Fig 2. Figure of  Main screen of  the model 

 

Above figure represents the Main Screen which has front 

end with various buttons to classify the output. 

 

 

 
 

Fig 3. Figure of result screen of Regression model 

Above figure has classified results for the given inputs using 

regression model. Above figure has classified results for the 

given inputs using random forest classifier model. 

 
Fig 4. Figure of performance and comparison 

 

Above figure has accuracy comparison graph for both 

regression and random forest classifier mode. 

  

IX. CONCLUSION 

 

  In this work, we have used machine learning algorithms 

to predict thyroid disease. In this system, we have used data 

mining classification algorithms and regression algorithms. 

So, both regression and classification are combined to 

produce accurate diagnosis results. The logistic regression is 

more efficient and accurate compared to other classification 

techniques. But other recent techniques can be combined in 

future to give still more accurate results of thyroid diagnosis. 
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