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Abstract-Online abuse has emerged as a huge problem 

across the Internet and especially on social networking 

sites (SNS). Online social network is key for spread the 

message and abuse videos to the people. The main 
objective of this study is to identify the factors driving 

people to use online reporting functions on Social 

network sites we need to analysis and block that website 

based on features of machine learning algorithm.

Keywords-Tweets messages, Abuse detection, Social crime, 

Preprocessing, Tokenization and Stamping.

I.INTRODUCTION

Social networking site has become the world’s most 

popular online social venue where many people get 

connected with others easily. Many social networking 

sites (i.e., Facebook, Twitter, Instagram and Snapchat) 

have responded to the call for prevention and 

intervention of online abuses and launched built-in 

functions on their platforms. The rapid growth of 

digital technology has revolutionized our lives, 

transforming the way we connect and communicate.

II.PROJECT DESCRIPTION

The severity of abuse and the damage to victims has 

increased. A more coordinated attempt aiming to the 

perception of a widely accepted definition was 

proposed in the Convention on Cybercrime. 

Cybercrime involves a mixture of diverse typical 

crimes with new illegal acts. Individual cybercrime 

incidents are occurrences of particular criminal 

offences and, as multiple national crime statistics and 

surveys demonstrate are steadily increasing.

III.FEASIBILITY STUDY

The feasibility study deals with all the analysis that 

takes up in developing the project. Each structure has 

to be thought of in the developing of the project, as it 

has to serve the end user in a user- friendly manner. 

One must know the type of information to be gathered 

and the system analysis consist of collecting. The main 

objective of the system analysis is to study the existing 

operation and to learn and accomplish the processing 

activities. Calculating cloud area status at a given 

refresh period through windows application needs to 

be analysed well. Cloud areas must be grouped based 

on their processing ability. According to their

processing and storage power, the partial job needs to 

assign to them. The details are processed through 

coding themselves. It will be controlled by the 

programs alone.

A) ECONOMIC FEASIBILITY

The organization has to buy a personal computer with 

a keyboard and a mouse. The user can be given 

responses on asking questions, justification of any 

capital out lays that it will reduce expenditure or 

improve the quality of service or goods, which in turn 

may be expected to provide the increased profits.

B) OPERATIONAL FEASIBILITY

The Proposed system accessing process to solves 

problems what occurred in existing system. The 

current day-to-day operations of the organization can 

be fit into this system.

C) TECHNICAL FEASIBILITY

The cost and benefit analysis may be concluded that 

computerized system is favourable in today’s fast 

moving world. The assessment of technical feasibility 

must be based on an outline design of the system

requirements in terms of input, output, files, programs 

and procedure. The project aims to assign multiple 

nodes after the job is split according to the nodes 

capability from the given application. The current 

system aims to overcome the problems of the existing 

system. The current system is to reduce the technical 

skill requirements so that more number of users can 

access the application
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IV.PROPOSED SYSTEM
 

The proposed system predict and block the abuse 

videos and
 
messages on online social network

 

Abuse words and website features are extracted from 

the data
 
set and trained into the ANN network

 

Its machine learning algorithm its analyze those 

features trained
 
into the layers

 

This project aims to contribute toward better 

understanding
 

cybercrime by proposing a schema-

based cybercrime incident
 
description that:

 

 

1) Identifies the features of a cybercrime 

incident and their
 
potential elements and

 

2) Provides a two-level offence classification 

system based
 
on specific criteria.

 

 

  
The proposed schema can be extended with a 

list of
 
recommended actions, corresponding measures 

and effective policies that counteract the offence type 

and subsequently the particular incident.
 

 

V.ADVANTAGES OF PROPOSED SYSTEM
 

 


 

High accuracy
 


 

It provides co-ordination and cooperation 

among all countries of
 
the world for security 

of cyberspace.
 


 

More accurate for detection of cyber system.
 

 

VI.ARCHITECTURE FOR PROPOSED SYSTEM
 

 

VII.EXISTING SYSTEM
 

Gordon and Ford proposed a typology consisted of 

two categories.
 
Type I offences characterize singular 

or discrete events facilitated by the introduction of 

malware programs such as keystroke loggers, viruses, 

and rootkits. Type II offences are facilitated by 

programs that are not
 
classified as crime ware, and 

they are generally repeated contacts or events from the 

perspective of the user. A much broader classification,
 

 

VIII.DISADVANTAGES OF EXISTING SYSTEM
 


 

Predicting rate is low
 


 

Easy to unblock those service
 


 

Less secure
 


 

High data leakage
 


 

Easier to spread the message
 

 

 

 

IX.ALGORITHM
 

a)SUPPORT VECTOR MACHINE ALGORITHM
 

        Support Vector Machine or SVM is one of the 

most popular Supervised Learning algorithms, which 

is used for Classification as well as Regression 

problems. However, primarily, it is used for 

Classification problems in Machine Learning.
 

The goal of the SVM algorithm is to create 

the best line or decision boundary that can segregate n-

dimensional space into classes so that we can easily 

put the new data point in the correct category in the 

future. This best decision boundary is called a hyper 

plane.
 

SVM chooses the extreme points/vectors that help in 

creating the hyper
 

plane. These extreme cases are 

called as support vectors, and hence algorithm is 

termed as Support Vector Machine. Consider the 

below diagram in which there are two different 

categories that are classified using a decision boundary 

or hyper
 
plane:

 

 

b)Types of SVM
 

SVM can be of two types:
 


 

Linear SVM:
 
Linear SVM is used for linearly 

separable data, which means if a dataset can 

be classified into two classes by using a 

single straight line, then such data is termed 

as linearly separable data, and classifier is 

used called as Linear SVM classifier.
 


 

Non-linear SVM:
 
Non-Linear SVM is used 

for non-linearly separated data, which means 

if a dataset cannot be classified by using a 

straight line, then such data is termed as non-

linear data and classifier used is called as 

Non-linear SVM classifier.
 

 

c)
 
How does SVM works?

 

Linear SVM:
 

         The working of the SVM algorithm can be 

understood by using an example. Suppose we have a 

dataset that has two tags (green and blue), and the 

dataset has two features x1 and x2. We want a 

classifier that can classify the pair(x1, x2) of 

coordinates in either green or blue. Consider the below 

image:
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So as it is 2-d space so by just using a straight line, we 

can easily separate these two classes. But there can be 

multiple lines that can separate these classes. Consider 

the below image:

 

 

Hence, the SVM algorithm helps to find the best line 

or decision boundary; this best boundary or region is 

called as a

 

hyper

 

plane. SVM algorithm finds the 

closest point of the lines from both the classes. These 

points are called support vectors. The distance 

between the vectors and the hyper

 

plane is called 

as

 

margin. And the goal of SVM is to maximize this 

margin. The

 

hyper

 

plane

 

with maximum margin is 

called the

 

optimal hyper

 

plane

 

 

 

 

 

 

 

Non-Linear SVM:

 

If data is linearly arranged, then we can separate it by 

using a straight line, but for non-linear data, we cannot 

draw a single straight line. Consider the below image:

 

 

So to separate these data points, we need to add one 

more dimension. For linear data, we have used two 

dimensions x and y, so for non-linear data, we will add 

a third dimension z. It can be calculated as:

 

z=x2

 

+y2

 

By adding the third dimension, the sample space will 

become as below image:

 

 

So now, SVM will divide the datasets into classes in 

the following way. Consider the below image:
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Since we are in 3-d Space, hence it is looking like a 

plane parallel to the x-axis. If we convert it in 2d space 

with z=1, then it will become as:
 

 

Hence we get a circumference of radius 1 in case of 

non-linear data.
 

 

 

X.MODULE
 

 

1. Data set collection
 

2. Pre-processing
 

3. Features extraction
 

4. Training
 

5. performance evaluation
 

 

DATA SET COLLECTION
 

 
        Data collection system (DCS) is a computer 

application that facilitates the process of data 

collection, allowing specific, structured information to 

be gathered in a systematic
 

fashion,
 

Subsequently 

enabling data analysis to be performed on the
 

information.
 

 

PREPROCESSING
 

 
Pre-processing refers to the transformations applied to 

our data before feeding it to the algorithm. Data Pre-

processing is
 
a technique that is used to convert the 

raw data into a clean data set. In other words, 

whenever the data is gathered from different sources it 

is collected in raw format which is not feasible for the 

analysis.
  

 

FEATURE EXTRACTION
 

When the input data to an algorithm is too large to be 

processed and it is suspected to be redundant. Then it 

can be transformed into a reduced set of features 

Determining a subset of the initial features is called 

feature selection
 

 

TRAINING
 

 
Training data set, you include both the input data 

together along with the corresponding expected 

output. This provides your model with “ground truth” 

data that’s usually prepared by humans or in a semi-

automated way. During the testing phase, you present 
 

this data to train your model by pairing the input with
 

 

Its respective desired output.
 

 

PERFORMANCE EVALUATION
 

Performance Analysis is a specialist discipline 

involving systematic observations to enhance 

performance and improve decision making, primarily 

delivered through the provision of
 
objective statistical 

(Data Analysis) and visual feedback (Video Analysis).
 

 

XI.CONCLUSION
 

To formalize the problem, a social relationship model 

is proposed to demonstrate the follower and friend 

relationships. A Web crawler using Twitter API 

methods is also mentioned to extract real data set from 

publicly available in formation based on religious 

keywords. The extracted different activities are then 

flirted out and detected various frauds acts. Finally, 

the performance of the framework is measured with 

three classifiers. The results showed much closer 

accuracy of each classifier. So, we
 

claim
 

that the 

proposed system shows a feasible detecting and 

tracking mechanism of any religious abuses in social 

media.
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