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Abstract— In this paper we developed color image 

segmentation using fusion of the Mean Shift (MS) and 

Normalized Cut (Ncut) approach, to measure two disjoint sets. 

First one is to measure dissimilarity between different groups 

and second is to measure similarity within a group, which 

provides effective and robust segmentation regions of a color 

image. Basically we performed three steps on natural color 

images; the First step is to preprocess an image by using mean 

shift algorithm which gives segmented regions. And original 

characteristics of an image remain same by this method. Second 

step is to use the segmented regions represented by using 

bipartite graph structure. Finally, we apply normalized cut 

method on this graph to partitioning the image.  The mean shift 

method required much time complexity compared to the 

proposed method because it is directly applied to regions instead 

of image pixels.  

Index Terms— Mean Shift (MS), Normalized Cut (NC), Color 

Image Segmentation, Graph Partitioning and feature space 

analysis. 

I. INTRODUCTION  

Segmentation is process of subdivides (segments) an image 

into constituent regions or objects. Segmentation is used when 

we need to automate a particular activity. The automated 

system is to extract important features from image data like 

color, shape, texture, pixels, pixel values etc from which 

description, interpretation, or understanding of the scene can be 

provided by the machine. Image segmentation algorithms can 

be classified into three categories first one is feature space 

analysis, spatial segmentation and graph based segmentation. 

We briefly discussed the first method, the features that are 

basically used pixels, pixel values, color and texture. To select 

and calculate the global characteristics of a color image by 

using a different distance measures method like 4-neighbour, 

8-neighbour and Euclidian distances measures. A Euclidian 

distance measure that ignores the spatial information of an 

image. The feature samples are handled as vectors to represent 

feature vectors and our objective is to merge these vectors into 

the compact but well separated parts or groups. The drawback 

of feature space analysis [7], [10] is to loss salient features of 

image. The structure, shape and boundary of region (edges) of 

an image somewhat changed. 

In spatial segmentation the shape or structure of an object 

and detailed edge information of an image are not changed and 

keep as it is, if the feature spaces overlapped.  Then the pixels 

from different or not connected regions of an image may 

grouped together otherwise it will represent well separate 

segmented regions [5]. We use watershed algorithm [5] for this 

method. Its output shows very large number of small but 

similarity segmented regions therefore we need to apply some 

region merging techniques [5]. 

The graph based techniques is the fusion of feature space 

and spatial segmentation method [7], [8], [10]. Using this 

method segmented regions are represented by forming 

weighted graph, where each region or image pixel is 

represented as a node or vertex of a graph. The weight of each 

edge connecting two pixels or regions they are grouped 

together into the same segmented regions. We apply cut based 

method to minimized boundaries between two different 

regions [11], [12]. The drawback of minimum cut, the weight 

of cut is directly proportional to the number of edges and the 

minimum cut should not gives always good segmentation. The 

Shi and Malik [9] proposed segmentation approach to avoid 

drawback of minimum cut. To apply normalized cut for 

solving Eigen vector and Eigen values [11].We solve an 

approximate version of the MinNcut problem by converting it 

into a generalized eigenvector problem. The disadvantage of 

normalized cut is to required more space and time complexity. 

It has only bipartition the graph and problems with the texture 

images.  

To overcome these entire problems we applied the fusion of 

Mean Shift and Normalized cuts method. First we apply mean 

shift segmentation method to segment different regions [4] and 

then select these regions as a nodes in graph structure of an 

image plane and finally  to apply Normalized cut method to 

separate these regions. 

Segmentation process is a lack of smooth and continuous 

development of different regions and it also reduction in time 

of execution. It contain number of vertices, edges and weighted 

edges i.e. G= (V,E,W). This algorithm will represent more 

effective because the number of segmented regions is much 

smaller than that of the image pixels. The superiority of the 

proposed method is examined and demonstrated through a 

large number of experiments on color images because color 

image carries much more information compared to gray scale 

images.   
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II. MEAN SHIFT SEGMENTATION ALGORITHIM 

A. Color Image Segmentation using MS 

The clustering based approach provide robust feature space 

analysis using mean shift segmentation method[1] which can 

be applied to smoothing and keep as it is discontinuity 

characteristics of an image. In this method shape of data 

clusters are unknown, to know the shape of clusters we apply 

region merging algorithm. To determine the number of 

segmented regions is to minimum number of pixels in the 

region. This algorithm is built on probabilistic intuitions. 

• First we understand mixture models. 

• Then understand mean-shift, we need to understand kernel 

density estimation[4]. 

We consider radically symmetric kernels 

satisfying ( ) ( )2

, ykcyk dk= where 

constant 0, >dkc

( ) ( ) 1
2

0

,

0

== ∫∫
∞∞

dyykcyk dk

              (1) 

[ note that k(x) is defined only for 0≥x ]. K (y) is a 
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where y is the center of the kernel (window), and h is a               

bandwidth parameter[3]. Therefore, the Mean Shift is nothing 

but the difference between the weighted mean, using kernel G 

is the weights and y as the center of the kernel (window). The 

MS method is guaranteed to converge to a nearby point where 

the estimate has zero gradients [4]. Low-density values  of a 

region has the  no interested region in feature space analysis  

and such a region of interest (ROI) is calculate using mean 

shift algorithm and it will require large steps.. On the other 

hand, by using local maxima, the steps require are small that’s 

why feature analysis is more clear. The MS procedure, thus, is 

an adaptive gradient ascent method [4]. The center position of 

kernel G can be updated iteratively by 
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Where, the center of initial position of the kernel is denoted 

by x1 . 

          Based on the above procedure, the Mean Shift image 

filtering algorithm can be obtained. First, an image is 

represented as a 2-Dimesion lattice of q-dimensional vectors 

(pixels), where q = 1 for gray-level images, q = 3for color 

images, and q > 3 for multispectral images. The space of the 

lattice is known as the spatial domain, while the graph level 

and the color of spectral information are represented in the 

range domain. For both domains, the Euclidean distance 

metric is assumed. Let yi and xi, i = 1..n respectively, be the d-

dimensional (d = q + 2) input and the filtered image pixels in 

the joint spatial-range domain. 

Those regions produced by the mean shift filtering method 

are nothing but the segmentation and it is actually a merging 

process performed on a different regions.  To select bandwidth 

parameter h = (hr, hs), to control size of the kernel window 

which determines the resolution of the mode or pick. 

B. Experimental Results using MS 

An implementation process of mean shift method, we use 

different color images of size 240×160 in fig.1 first and third 

column shows original images and then apply mean shift 

algorithm to set h=(6,8) and m=50 the resultant had displayed 

in  fig. 1 second and fourth column with white contours display 

the boundaries between the regions. 

 
  (a)                                                 (b) 

   
Fig. 1 Test Results of color images. (a) (First column) the original test 

images. (Second column) the region segmentation by Mean Shift 

Segmentation. (b) (Third column) the original test images. (Forth 

column) the region segmentation by Mean Shift Segmentation. 

 

In  the Table No. 1 shows  the total region segmentation based 

on mean shift algorithm and accuracy measure for the same 

method but the drawback of this method is : 1) Feature space is 

limited  to color. 2)Loose spatial information of segmented 

regions and  3)Easily gets confused by objects with similar 

regions.  
 

Table No.1 Represent number of  final segmented regions and time 

required to execute Mean Shift Segmentation algorithm. 

 

 

 

Image 

No.(from top to 

bottom)  

No. of 

segmented  

regions using 

MS method.  

Accu

racy in %  

Execution 

time in (Sec.)  

As in 

Fig.1  

1  104  75  2.54  

2  106  77  1.59  

3  97  70  1.9  

4  66  65  1.93  
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III .NORMALIZED CUT METHOD 

A .Normalized Cut Algorithm 

 The normalized cut method select image pixel as a node or 

vertex of graph,  distances between two pixels is represent as 

edge  and also calculate weighted edges. To considers 

segmentation as a graph partitioning problem. The Normalized 

Cuts algorithm measures the total dissimilarity between the 

different groups and the total similarity within the groups. To 

find the optimal solution the splitting points is easily 

computed by solving a generalized eigenvalue problem[11]. 

A graph G = (V, E, W) can be partitioned into two disjoint 

sets, P, Q. The degree of dissimilarity between these two 

pieces can be computed as       

                                                                                      (4) 

 

Where, w(x, y) is the similarity between node P and Q. The 

optimal bipartitioning [8] of a graph is the one that minimizes 

this cut value [4]. The drawback of minimum cut is not 

segment proper regions in some cases. Finding the minimum 

cut is a well-studied problem and there exist efficient 

algorithms for solving it. However, the minimum cut criteria is 

favors cutting small sets of common nodes in the graph, and it 

gives bad partition in some cases. Where assoc (P, y) denotes 

the total connection from nodes in P to all nodes in the graph, 

and assoc (Q, y) is similarly defined. 

The normalized cut (Ncut) :                                                         

                                  (5) 

Unlike the cut criterion that has a bias in favor of cutting small 

sets of nodes, the Ncut criterion is unbiased. 

B.Experimental Results Using NCut Method 

An implementation process of normalized cut method[9], 

we use different color images of size 160×160.The input image 

was also obtained from [3]. The Dr. Shi’s program took 

77.6793 seconds for computation, but my program took 

22.6640 seconds 

 
       

 Fig. 2 Show the color original image of size 160*160. Each RGB 

intensity is normalized to lie within 0 to 255.Subplots (2)-(6) shows 

the components of partition with Ncut value less than 0.04 Area size 

more than 1000.parameter setting: 

 

 
 

Fig. 3 Test result of color image with partition class k=4 first 

column the original test images. Second column the segmentation an 

edge affinity segmentation. Third column represent final partitioning 

result using Ncut method. Fourth column partitioning results by 

directly applying the Ncut method to image pixels  an eigenvectors of 

normalized affinity matrix of graph partitioning results k=4. The size 

of all images 160*160.  

 

In the Table No. 2 shows  the total region segmentation 

based on Normalized cut algorithm and accuracy measure for 

the same method but the drawback of this method is : (1)Huge 

storage requirement and more execution  time .2)Bias towards  

partitioning into equal segments and 3)Have a problem with 

textured  background. 

 
Table No.2 Represent number of  final segmented regions and 

time required to execute Normalized cut algorithm. 

 

Image No.(from 

top to bottom)  

No of 

segmented 

region  using 

Ncut method.  

Accuracy in 

(%)  

Execution 

time in (Sec.)  

As in 

Fig.3 

1  3  42  41.969  

2  3  45  39.922  

3  6  75  41.078  

4  6  80  31.906  

 

VI.    PROPOSED APPROACH 

a. Description of the proposed method 

The proposed approach follows following procedure: 

• First perform image region segmentation by using 

Mean Shift Segmentation method. 

• Treat these regions as nodes in the image plane to 

represented graph structure.  

• Then apply a graph structure to represent them 

into nodes, edges then calculate similarity 

weighted matrix  

∑
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• The final step is to apply the Normalized cut 

method to partition these regions into two disjoint 

sets. 

We have applied the proposed algorithm for the 

segmentation of a set of color images with natural scenes. In 

this section, we present the experimental results, indicating the 

different stages of the method. The contrastive experiment 

results using the Ncut method implemented by [26] are also 

presented for comparison. The sizes of all the test images are 

either 240 × 160 or 160 × 240. The parameters of the MS 

segmentation algorithm are set to h = (hr, hs) = (6, 8) and M = 

50. With this parameter setting, the number of the regions 

produced by the MS algorithm is less than 200 regions (i.e., 

the RAG has less than 200 nodes) for all the test images we 

used. Therefore, the dimension of the weight matrix is 

dramatically reduced from the number of image pixels to the 

number of regions, and subsequently, the complexity of the 

graph structure employed for image representation is also 

reduced. To retain the advantage of the balanced partition of 

the Ncut method, we use C = 3 to construct the weight matrix 

WC. 

 

 
 

Fig. 4 (a) Original image of size 256*256 .(b)Region Segmented By 

MS algorithm from top to bottom.(C) the contour images of region 

merging results (d) final segmented region  using Ncut method of 

partition class k=3 and k=6. 

The test examples include three image sets. The results of 

the first set of examples are shown in Fig. 3(a), where the 

partitioning class k is three. The results of the second set of 

examples are shown in Fig. 3(b), where k = 6.  

The table no.1 represents total time required for execution of 

mean shift, normalized cut and contribution method. We 

conclude the time require for MS, Ncut and contribution is 

less for small iteration but if we go for more iterations the 

result should is more accurate. 

 

Table No.3 Execution time Comparison between Contributions, 

Mean Shift and Normalized Cut methods 

 

 
 

 In the table No,4 # indicate number of segmentations 

performed in an image and calculate accuracy for Mean shift, 

Normalized cut and contribution method and it also 

represented by graph in fig.5. 

 
Table No. 4 Comparison of accuracy measures by different methods 

and graph shows comparison between these methods. 

 

 

 

 

 

 

 

 

 

 

 

 

 

 
 

Fig. 5 Graph shows the comparison of accuracy measures by 

different methods and graph shows comparison between these 

methods. 
 

The results of the third set of examples are shown in Fig. 4 

with varying values of k. In each figure, the five columns 

respectively show, from left to right, the original test image, the 

resultant image after applying the MS segmentation algorithm, 

the contour image of the final region partitioning, the original 

images overlapped with the final partitioning contour, and the 

partitioning result using the Ncut method. 

V.  CONCLUSION 

In this correspondence, we have developed new fusion for 

the segmentation of color images. The proposed method should 

avoid drawbacks of mean shift and normalized cut methods. By 

Sr. 

No. 

# 

Seg. 

MS NC Contribution 

1 2 0.32 0.39 0.40 

2 5 0.46 0.58 0.60 

3 10 0.57 0.70 0.75 

4 20 0.66 0.78 0.81 

5 40 0.71 0.82 0.85 

6 80 0.73 0.85 0.90 

7 160 0.76 0.88 0.92 

8 320 0.77 0.89 0.94 
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using MS method we segment image to preserve discontinuity 

characteristics of an image. Then apply normalized cut method 

on these segmented regions to partition an image into multiple 

and accurate segmented regions. The proposed method is used 

to reduction in execution of time and it requires less time 

complexity. In future proposed method used for real time 

image segmentation. 
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