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Abstract

Cloud computing is a computing paradigm in which the various tasks are assigned to a combination of connections, software and services that can be accessed over the network. The computing resources and services can be efficiently delivered and utilized, making the vision of computing utility realizable. In various applications, execution of services with more number of tasks has to perform with minimum intertask communication. The applications are more likely to exhibit different patterns and levels, and the distributed resources organize into various topologies for information and query dissemination. To ensure effective performance, fault tolerance and identification should be taken into consideration. The method to make the most of a diverse set of tasks with fault identification from the available resources in cloud efficiently is proposed in this paper. For the fault identification in the scheduling of tasks, checkpoints are inserted to identify the occurrence of fault with less computation and less time is required. The checkpoint fault identification method is evaluated in CloudSim, a toolkit for modeling and simulating cloud computing environments and the evaluation improves the performance of the system.

1. Introduction

Large scale computing environments such as clouds propose to offer access to a vast collection of heterogeneous resources. A cloud is a parallel and distributed structure consisting of a group of interconnected and virtualized computers that are dynamically accessible as one or more unified computing resources [3]. The shared resources, software, and information provided through the cloud to computers and other devices are normally offered as a metered service over the Internet. A user in the cloud system need not know about the place and other details of the computing infrastructure. Thus the user can comfortably concentrate on their tasks rather than utilizing time and knowledge on knowing the resources to manage the tasks. Internet is one basis of the cloud computing, therefore an unavoidable issue with Internet is that the network bottlenecks often occur when there is a large amount of data to be transferred. In this case, the complexity of resource management stick on to users and the users have normally limited management tools and authentication to deal with such issues [2]. Clouds are classified into three categories named public clouds, private clouds, and hybrid clouds [18]. Public clouds are publicly available remote interface for masses creating and managing resources, private clouds gives the local users a flexible and responsive private infrastructure to manage the workloads at their own cloud sites and the hybrid cloud enables the supplementing local system with the computing capacity from an external public cloud. Public cloud services like Google’s App Engine are open to all anywhere round the clock. An example for private cloud is the usage of GFS, MapReduce, and BigTable by Google inside the enterprise. The following are the features of cloud computing.

- High flexibility
- High security
- Easy to maintain
- Location independent
- Reduction in capital expenditure on hardware and software
applications by the use of fully utilizing computing devices with idle or underutilized resources requires the scheduling and load balancing techniques in an effective way. Some of the applications of cluster based services include 3D perspective rendering technique, molecular dynamics simulation, etc. Moreover, the performance between the effective speed of processor and the various network resources continues to grow faster, which raises the need for increasing the utilization of networks on clusters using various techniques [21].

The rest of the paper is organized as follows. Section 2 reviews about the related literature and section 3 focuses on the detailed description of the proposed fault identification in tasks using checkpoint based cloud computing approach. Section 4 details the experimental setup and analysis of the proposed approach. Finally, conclusion is given in section 5.

2. Related Work

In this section, we review the prior work on improving the design strategy in cloud computing. Qian et al [14] proposed the use of cloud resources for a class of adaptive applications, where application-specific flexibility in computation is required with fixed time-limit and resource budget. The adaptive applications are maximized with Quality of Service (QoS) very precisely and by dynamically varying the adaptive parameters the value of application-specific benefit function is obtained. A multi-input multi-output feedback control model based dynamic resource provisioning algorithm is developed that adopts reinforcement learning to adjust adaptive parameters to guarantee the optimal application benefits within the time constraints.

Sandeep Tayal [16] proposed a task scheduling optimization for the cloud computing system based on Fuzzy-GA which makes a scheduling decision by evaluating the entire group of task in a job queue. The fuzzy sets were modeled to imprecise scheduling parameters and also to represent satisfaction grades of each objective. GA with various components are developed on the technique for task level scheduling in Hadoop MapReduce. To obtain better balanced load execution time of tasks assigned to processors are predicted using scheduler and making an optimal decision over the entire group of tasks.

Seokho et al [17] proposed a service-level agreement while making reservations for cloud services. The presented multi-issue negotiation mechanism supports both price and time-slot negotiations between cloud agents and tradeoff between price and time-slot utilities. The agents make multiple proposals in a negotiation round to
generate aggregated utility with variations in individual price and time-slot utilities.

Soumya et al [19] proposed an initial heuristic algorithm to apply modified ant colony optimization approach for the diversified service allocation and scheduling mechanism in cloud computing framework. The proposed optimization technique is used to minimize the scheduling throughput to service all the diversified requests according to the different resource allocator available under cloud computing environment.

Lei et al [13] proposed a public cloud usage model for small-to-medium scale scientific communities to utilize elastic resources on a public cloud site. Also, implemented an innovative system named DawningCloud, at the core of which a lightweight service management layers running on top of a common management service framework. The system has been evaluated and found that DawningCloud saves the resource consumption to a maximum amount.

Rajkumar et al [15] presented the vision, challenges, and architectural elements of service level agreement-oriented resource management. The architecture supports integration of market-based provisioning policies and virtualization technologies for flexible allocation of resources to applications. The performance results obtained from the working prototype system shows the feasibility and effectiveness of service level agreement-based resource provisioning in cloud systems.

Ganesh et al [7] investigated the use of a divisible load paradigm to design efficient strategies to minimize the overall processing time for performing large-scale polynomial product computations in compute cloud environments. For post-processing a compute cloud system with the resource allocator distributing the entire load to a set of virtual CPU instances is processed. Finally through simulation the performance of the strategy is quantified.

Ghalem et al [8] proposed an algorithm to improve the quality of service of real world economy and to extend and enrich the simulator CloudSim by auction algorithms inherited from GridSim simulator. The work satisfies the users by reducing the cost of processing cloudlets and improved implementation on GridSim to reduce the time auction and to assure a rapid and effective acquisition of computing resources.

Hong-Ha et al [9] considered the problem of scheduling lightpaths and computing resources for sliding grid demands in Wave Division Multiplexing (WDM).

On each demand a joint scheduling algorithm decides the start time, reserve an amount of computing resources and provide a primary lightpath. For obtaining an Integer Linear Programming (ILP) formulation is developed and to achieve scalability heuristic algorithms based on joint resource scheduling is used.

Khawar et al [12] proposed a pilot job concept that has intelligent data reuse and job execution strategies to minimize the scheduling, queuing, execution and data access latencies. By this approach, significant improvements in the overall turnaround time of a workflow can be achieved. This is evaluated using CMS Tier0 data processing workflow, and then in a controlled environment.

Jianhua et al [10] proposed a resource scheduling strategy based on genetic algorithm to produce best load balancing and reduces dynamic migration. To measure the overall load balancing effect of the algorithm an average load distance method is introduced. The method solves the problems of load imbalance and high migration cost after system virtual machine being scheduled.

Thomas et al [20] introduced a model for estimating the business impact of operational risk resulting from changes. The model takes into account the network of dependencies between process and services, probabilistic change-related downtime, uncertainty in business process demand, and various infrastructural characteristics. The model is evaluated using simulations based on the industrial data.

Cenk Erdil [4] described a general purpose peer-to-peer simulation environment that allows a wide variety of parameters, protocols, strategies and policies to be varied and studied. For proof utilization of the simulation environment is presented in a large-scale distributed system problem that includes a core model and related mechanisms.

Xiao et al [21] proposed a communication-aware load-balancing technique that is capable of improving the performance of communication-intensive applications by increasing the effective utilization of networks in cluster environments. Also a behavior model for parallel applications is added with the load-balancing technique with large requirements of network, CPU, memory and disk I/O resources.

Young et al [22] investigated the problem of scheduling workflow applications on grids and presents a novel scheduling algorithm for the minimization of application completion time. The performance of grid resources changes dynamically and the accurate estimation of performance is
difficult, and the proposed rescheduling method deal the unforeseen performance fluctuations effectively.

Ke et al [11] proposed a compromised-time-cost scheduling algorithm which considers the characteristics of cloud computing to accommodate instance-intensive cost-constrained workflows by compromising execution time and cost with user input enabled on the fly. Simulations show that the algorithm can achieve a lower cost than others while meeting the user-designated deadline or reduce the mean execution time than others within the user-designated execution cost.

Dharma et al [5] proposed a data replication algorithm that is not only a provable theoretical performance guarantee, but also can be implemented in distributed manner. This is based on a polynomial time centralized replication algorithm that reduces the total data file access delay by at least half of that reduced by the optimal replication solution.

3. Checkpoint-based Fault Identification

The runtime variations in cloud system may significantly affect the tasks execution time. For a huge time critical or time consuming tasks, parameters like delay and losses are not acceptable and an efficient fault tolerance mechanism should be considered. In a distributed system environment providing fault tolerance with optimizing resource utilization and tasks execution time is a challenging job. To accomplish this checkpoints are inserted at locations with regular interval through which the fault can be analyzed with less time.

Fig2 shows the proposed structure of checkpoint-based fault identification approach used in the cloud computing system. The system consists of geographically dispersed cloud clients over the entire system and a service unit.

The checkpoint server is used to place checkpoint data in the tasks at appropriate locations. The cloud tasks scheduler invokes the matchmaking procedure within the predefined scheduling interval. The information service system collects the changes in resource status with delay to reflect modification in propagation time occurring in exact deployments.

The checkpoint approach even though saves the computation time for the faulty tasks, some factors like runtime overhead, latency, and recovery delay will be increased. The runtime overhead is the time delay obtained from the interruption of tasks execution to perform the checkpoint operation. The latency is the time interval between the checkpoint generation and its availability on the checkpoint server. The recovery delay is the time to download a failed tasks checkpoint from the checkpoint server to the cloud resources where the tasks are rescheduled to run. However, this paper concentrates on the checkpoint approach for obtaining the faulty tasks in the cloud environment.

4. Simulation Results

This section describes the implementation method for the proposed reservation cluster-based cloud computing approach. For the simulation hundred cloudlets are considered. Implementation is carried out on Cloudsim, because the rich set of simulation facilities in Cloudsim empowers us to implement and evaluate the checkpoint approach for fault identification of tasks in the heterogeneous distributed computing environments. Fig 3 shows the implementation screenshot of tasks executed with the resources in the cloud system using CloudSim.

Fig 3 Checkpoint-based Fault Identification implementation screenshot using CloudSim

For the simulation, the task is retrieved by the cloud task scheduler and based on the information available the task is executed into sub process by placing checkpoints with the help of checkpoint server. So the sub processes are executed in parallel based on the available resources and if some fault occurs it is reported to the cloud task scheduler. So
the task scheduler reallocates the sub process to another cloud client by verifying the availability of resources in the information service system. If there is no checkpoint approach, the entire task will be executed by a node in the system and analyzed for fault. This will take more time and if there is some fault, then the total time is wasted. Instead of this if the task is scheduled into sub process by placing checkpoints in the task, and the sub process is given to various cloud nodes based on the information available in the information service system for the availability of resources in the cloud system. In this way processing can be efficiently done in the cloud system. The performance metrics used for the analysis is the resource usage and the execution time. The resource usage is defined as the average amount of usage of resources in the cloud system. The execution time is defined as the average time taken to complete the task. Figure 4 shows the runtime screen shot of task in the cloud environment using the checkpoint-based fault identification approach.

Fig 4 Analysis of execution time

5. Conclusion

This paper addresses checkpoint-based fault identification in cloud computing system. This fault tolerant approach reduces the time for predicting a fault because the checkpoint approach places checkpoint at different locations and verifies the result instead of verifying the result after executing the entire task. Analysis has been done using the CloudSim simulator, in which the maximum cloudblets used in the cloud system is 100 and checkpoint is placed by the checkpoint server on the task, and the sub process is executed by the resources in the cloud system. Thus the occurrence of faults is easily identified, without waiting for the entire task to execute and rescheduling in carried out. The rescheduling of the sub process is to done as future work with an optimized system so that the entire system performance can still be improved.
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