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Abstract-In the context of pattern classification, one of
the major issues discussed by most of researchers is
‘curse of dimensionality’ problem which occurs in data
classification because the data processed in most of the
application is high-dimensional feature space. So, the
essential consideration here is that irrelevant features
should be identified which causes less classification
accuracy and the main motto is to find a minimum set
of attributes from the initial set of data helping to make
the patterns easier to understand along with improved
classification accuracy and reduced learning time.
Therefore, the selection of feature set is the process to
search for an optimal feature subset from the initial
data set without compromising the classification
performance and efficiency in generating classification
model. In this paper, we develop a hybrid classifier by
combining CHAID and genetic algorithm. Initially, the
genetic algorithm with ABC operator will extract the
best attributes and based on the extracted attributes the
CHAID will generate the decision tree. We analyze the
performance with different datasets and compare the
analysis with the existing technique.

Keywords: Pattern Classification, Hybrid Classifiers,
CHAID

I.  INTRODUCTION

A well-recognized Data Mining task is
classification and it has been studied widely in the
fields of statistics, pattern recognition, and decision
theory, machine learning literature, neural networks
and more. Classification process usually uses
supervised learning techniques that induce a
classification model from a database. The task of
classification is to allocate a new object to a class
from the given set of classes derived from the
attribute values of the object.
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The classification algorithm learns from the
training set and generates a model and this model is
used to classify fresh objects. Numerous
classification algorithms have been recommended in
the literature, such as decision tree classifiers, rule-
based classifiers, Bayesian classifiers, support vector
machines (SVM), artificial neural networks, Lazy
Learners, and ensemble methods. Basically, decision
tree is an eminent classification model in machine
learning, artificial intelligence and data mining
because they are: Practical, with a wide range of
applications, Simple and easy to understand, and
Rules can be extracted and executed manually.
Currently, research on data classification primarily
focuses on certain data, in which precise and definite
value is habitually assumed.

Decision trees are tree-shaped arrangement that
stand for sets of decisions. The decision tree
approach can engender rules for the classification of
a data set. Specific decision tree techniques comprise
Classification and Regression Trees (CART) and Chi
Square Automatic Interaction Detection (CHAID).
CART and CHAID are decision tree approaches used
for classification of a data set. They provide a set of
rules that can be applied to a new (unclassified) data
set to envisage which records will have a given
outcome. CART generally requires smaller amount
data preparation than CHAID.

Chi-square automatic interaction detection
(CHAID) is an automated process used to show the
relationships amid independent and dependent
variables that can advance or optimize the
performance of a customer acquisition campaign.
CHAID modeling is an exploratory data examination
model used to study the relationships amid a
dependent measure and a large series of possible
predictor variables those themselves may interact.
The dependent measure could be a qualitative
(nominal or ordinal) one or a quantitative indicator.
For qualitative variables, a series of chi-square
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analyses are conducted amid the dependent and
predictor variables. For quantitative variables,
examination of variance methods is used where
intervals (splits) are determined optimally for the
independent variables so as to maximize the ability to
detail a dependent measure in terms of variance
components.

Il. PROPOSED HYBRID CLASSIFIER
FOR PATTERN CLASSIFICATION

One of the primary issues discussed by many
researchers in the context of pattern classification is
‘curse of dimensionality’. This issue occurs in the
data classification because the data processed in most
of the application is high dimensional feature space.
So the major consideration is reducing the irrelevant
features which cause less classification accuracy. So,
the main goal is to identify a minimum set of
attributes from the initial set of data helping to make
the patterns easier to understand along with improved
classification accuracy and reduced learning time. So,
the selection of feature set is the process to search for
an optimal feature subset from the initial data set
without compromising the classification performance
and efficiency in generating classification model.The
Fig.1 shows the overall process of our recommended
technique.

C Al A2 A3 A4 A5

Cl | A1Vl | A2Vl | A3V1 | A4Vl | A5Vl

Cl | A1V2 | A2V2 | A3V2 | A4V2 | A5V2
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Fig.2 Sample Dataset

The Fig.2 shows the sample dataset that contains
a class field and five different attribute fields. The
column denoted by ‘C’ is the class field and the
columns denoted by ‘Al’, ‘A2’, ‘A3’, ‘A4’ and ‘A5’
are different attribute fields. In the sample dataset the
class field has two different classes as ‘C1’ and ‘C2’.

B. Initial Population

Definition: It is the process of choosing the set of
necessary attributes randomly generated by selection
encoding for further process.

To process the genetic algorithm, we have to
give a set of inputs in the form of chromosomes
becausegenetic algorithm is based on the process of
natural evolution. So we represent the initial
population as chromosomes. The set of inputs are
chosen randomly from the different necessary
attributes generated by the solution encoding.
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Fig.1 Overall Process

I1I.GENETIC ALGORITHM WITH ABC

The genetic algorithm with ABC operator
contains the following process as solution encoding,
initial population, fitness calculation, crossover,
mutation and ABC operator.

A. Solution Encoding

Definition: It is the process of generating different set
of necessary attributes randomly from the attributes
in our dataset.

The dataset contains the class field and number
of attribute fields. We have to choose the attributes
randomly which are necessary to consider for our
technique. Similarly, we have to generate different
set of attributes based on the number of attribute
fields we have in the dataset.

Fig.3 Sample set of attributes

The Fig.3 shows the sample set of attributes
generated by the selection encoding. We select ten set
of attributes randomly generated by the selection
encoding.

C. Fitness Calculation

Definition: It is the process of calculating the fitness
of the chromosomes chosen to find the best solution
for our technique.

After choosing the initial population randomly
from the solution encoding, we have to calculate the
fitness for all the chromosomes separately. The
formula to calculate the fitness value is as follows:

1 n
f==>A )
Ni:l
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D. Crossover

Definition: It is the process of combining two parent
chromosomes to form two different child
chromosomes by interchanging the set of gene values
in the parent chromosomes.

After calculating the fitness values for each
chromosome separately, the chromosomes are
applied for crossover process by selecting two by two
chromosomes. The two parent chromosomes give
two child chromosomes after crossover process.

E. Mutation

Definition: It is the process of altering a gene value in
a chromosome.

After the cross over process, we have to apply
the mutation process on every chromosome
separately. A sample mutation process is shown in

the Fig.4.
[oj1]1fof1]
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Fig.4 Sample Mutation Process

F. ABC Operator
Definition: It is the operator used in the Artificial Bee

For a given set of break points a;,ay,a3,......,aK _1

which are arranged in ascending order, the given X
is represented as category C(X)as follows:

1 x<qy
C(x)=1k+1 ;a <x<ag,p,k=1..,K-2 (2
K ak_1<X

B. Merging

Merge non-significant categories for each
predictor variable X . If X is used to split the node,
each final category of X will result in one child
node.

The calculation of the p-value depends on the
type of dependent variable. The merging step of the
CHAID needs the p-value for a pair of X categories
and occasionally needs the p-value for each category
of X . When the p-value for a pair of X categories
is essential, only part of data in the current node is
related. Let D represents the relevant data and
suppose in D there are | categories of X and J
categories of Y (if Y is categorical). The p-value
computation using data in Dis as follows:

Suppose a predictor variable initially has |
categories and reduced to I categories after the
merging process. The Bonferroni multiplier B is the
number of possible ways that | categories can be
combined into I' categories forg=1r=|.For2<r<1,

use the formula mentioned below:

Colony algorithm to generate a new solution. -1 . )
V. CHAID [r—lj Ordinal Predictor
. . . S () . _ )
The Chi-square Automatic Interaction Detector B=1 2D ) Nomin alPredictor
is denoted as CHAID. CHAID is a technique of 7 V'I:ZV
decision tree that is used to discover the relationship [ j+r[ j Ordinal with amissin g category
among the variables. CHAID examination identifies r-2 r-1

how the variables combine to detail the result in
given dependent variables. The categorical or ordinal
data is used in CHAID examination. The CHAID
technique is the best tool to answer the survey related
queries. In CHAID analysis we generate a decision
tree or classification tree. The analysis initiated with
the identification of target variable or dependent
variable. The CHAID algorithm approves only the
nominal or ordinal categorical predictors. When the
predictors are nonstop, they are transformed into
ordinal predictors before using it. The CHAID
algorithm consists of three stages; they are merging,
splitting and stopping. A tree is grown by repeatedly
using the three stages on each node initiated from the
root node.

A. Binning Continuous Predictors

If the dependent variable of a case is missing, it
will not be used in the analysis. If the entire predictor
variables of a case are missing, this case is ignored
and if the case weight is missing zero or negative, the
case is ignored and if the frequency weight is
missing, zero or negative, the case is ignored.
Otherwise, the missing values will be considered as a
predictor category. Using all the existing information
from the data, the algorithm initially creates the best
set of categories for ordinal predictors. The algorithm
then identifies the most similar category to the
missing category. Eventually, the algorithm decides
whether to combine the missing category with its
most akin category or to keep the missing category as
a separate category.
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C. Splitting

The best split is identified in the combining step
for each predictor. The splitting step is exploited to
adopt the predictor to split the node. The selection is
done by comparing the adapted p-value connected
with each predictor.

V. CONCLUSION

In this paper we have recommended a hybrid
classifier technique based on CHAID and genetic
algorithm. The genetic algorithm is used with the
ABC operator to extract the best necessary attributes
from a set of attributes. The genetic algorithm takes
the input from solution encoding as chromosomes.
The fitness calculation in genetic algorithm is used to
find the fitness values of each chromosome to decide
which chromosomes are better and the chromosomes
are applied for the crossover process, mutation
process and eventually with ABC operator. After
each process in genetic algorithm, we have calculated
the fitness values separately and the whole process of
genetic algorithm is repeated until we get a best
solution. The CHAID is then used to generate the
decision tree wusing the best solution. The
performance of our technique is analyzed using two
different datasets and it is compared with the existing
techniques that take all the attributes from the dataset
for classification using CHAID and showed our
proposed technique is better in terms of accuracy.
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