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  Abstract- In telecardiology applications, ECG signals are 

compressed before transmission for the faster data delivery and 

to reduce the bandwidth. However,  ECG analysis and diagnosis 

algorithms are applied on the original signal. Therefore, 

compressed ECG data needs to be decompressed first. 

Decompression will cause delay on the doctor’s mobile device.  

This is undesirable in body sensor networks (BSNs) as high 

processing involved in decompression will waste valuable energy 

in the resource and power constrained sensor nodes. In this 

paper, in order to diagnose cardiac abnormality such as 

Ventricular tachycardia, the ECG signal is compressed using 

Karnaugh-Loeve algorithm. The feature extraction is done using 

PCA, and  k-mean for clustering of normal and abnormal ECG 

signals. 

 

Index terms: KL algorithm, principal component analysis(PCA), 

k-mean algorithm 

I. INTRODUCTION 

 

Electrocardiogram (ECG) signal has been intensively used by 

cardiac specialists to effectively diagnose cardiovascular 

diseases[1] . A typical ECG signal as shown in Fig. 1 contains 

special waves such as P, T waves as well as QRS complex. 
 

 

 
 

                                           Fig-1  ECG waves 

 

In wireless telemonitoring scenarios digitized ECG data need 

to be transferred as fast as possible  and data must be 

compressed first to make the transmission energy efficient. 

The abnormal cardiac condition considered in this paper is 

Ventricular Tachycardia. To diagnose the disorder, here first 

applied a lossless compression method such as karnaugh- 

loeve algorithm described in [2] before transmission. The 

compressed ECG signal is analysed and important features are 

extracted from it using Principal Component Analysis (PCA) 

[4]. The extracted features are classified as normal and 

abnormal using k-means algorithm [7], [8]. 
 

II.   DATA COMPRESSION 

 

The data is collected from publicly available ECG of MIT 

BIH Arrhythmia Database .The calculation of the KLT[2], [3] 

is typically performed by finding the eigenvectors of the 

covariance matrix . On its own, an orthonormal transformation 

does not effect data compression. The blocks of pixels are 

simply transformed from one set of values to another and, for 

reversible transformations, back again on reconstruction. To 

reduce the number of bits for representing an image, the 

coefficients are quantized, incurring some irreversible loss, 

and then encoded(run-length encoding) for more efficient 

representation. By decorrelating the data before these steps 

using the KLT, more data compaction can be achieved. With 

the pixel values forming the axes of a vector space, a rotation 

of this space can remove this correlation. The basis vectors of 

the new space define the linear transformation of the data. The 

basis vectors of the KLT are the eigenvectors of the image 

covariance matrix. Its effect is to diagonalize the covariance 

matrix, removing the correlation of neighboring pixels. 

 
III. ANALYSIS OF COMPRESSED ECG SIGNAL 

 

The compressed ECG data contains the characters set shown 

in Fig. 2. Character frequency calculation is performed for 

each compressed ECG segment. But attributes are large in 

number for clustering (normal and abnormal). Therefore, an 

attribute selection technique is applied called Principle 
Component Analysis (PCA)[4], [5] for dimensionality 

reduction. 
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Fig 2  character set of compressed ECG data 

 

IV. ATTRIBUTE SUBSET SELECTION 
 

The PCA  algorithm will generate a new small set of artificial 

variables called Principle Components which can be selected 

and fed to clustering system as shown. 
 
 

 
 

A preprocessing of data using attribute selection algorithm 

is a critical issue in data mining solutions, since the training 

will be hard and inaccurate using large number of attributes. 

Also, it will make the system more complicated and the 

processing time will be large if the number of attributes keep 

increasing. In this paper, PCA algorithm is adopted  which is 

appropriate if there is a set of samples with large number of 

variables (attributes). The algorithm will generate a new small 

set of artificial variables called Principle Components which 

can be selected and fed to clustering system. 
 

By applying PCA on this data set ,the covariance matrix of the 

data is generated.. Next, eigenvectors and eigenvalues are 

derived for the covariance matrix which is then rearranged as 

a new matrix starting with the eigenvector that corresponds to 

the highest eigenvalue, and so on. As a result, this matrix will 

be (n × n) matrix where n is the number of variables (i.e in 

this case n = 148). After this, the scores matrix which is a (n × 

m) matrix  is calculated where n is the number of samples and 

m is the number of variables. Equation 1 shows the general 

form to calculate the scores for the first principle component. 
 

C1 = b11(X1) + b21(X2) + . . . bp1(Xp)                                ( 1)   

                            

where 

C1 = the sample score on the principal component 1 

bp1 = the regression coefficient (or weight) for observed 

variable p, 

Xp = the sample value of variable no p 

 

Similarly, other principal components (i.e. PC2, PC3,PC4,and 

so on) can also be calculated the first few components 

represent the high portion of data, which is clearly shown in 

Table I with the eigenvalues and the proportion of each 

eigenvalue of the total data. In table I it is clearly noticed that 

the first and second eigenvalues represent approximately 70% 

of the total data. Proportions of each eigenvalue in this table is 

derived by dividing the eigenvalue over the total summation of 

all eigenvalues obtained as in equation 2. 

 

 
 

Pi  is proportion of the ith eigenvalue ei is the ith eigenvalue 

M  number of eigenvalues which is the same number of 

variables. 

By taking just the first two principal components and their 

corresponding score will be used as an input for k-mean 

clustering part[6], [7], [8] to classify abnormal and normal 

ECG segments.  

 

 

 
 

 

 

 
 

Using the procedure discussed earlier the Table II for a 

ventricular tachycardia patient (CU01) that shows the first two 

principal component scores for every normal and abnormal 

ECG segment. Since 6 normal and another 6 abnormal tests 
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are performed ECG segments for every patient, 12 sets of 

values for the principal component scores are obtained. This 

particular Table II corresponds to patient CU01 of CU 

Ventricular Tachyarrhythmia Database. Similarly, scores can 

be derived for other patients in the database. It is obvious from 

this distribution that abnormal ECGs can be easily separated 

from the normal ones. Similar tests were performed on all 

other patients from Ventricular Tachyarrhythmia Database, 

and they all follow the same trend which confirms that 

abnormal ECGs can be distinguished from the normal ECGs 

when PCA is applied to compressed ECGs of the patients. 

 

 
Table III shows the results for k-mean algorithm as it is 

applied to previous data shown in Table II. From the results it 

is clear that the distances of samples 1-6 are small for class 2 

(abnormal) and large for class 1 (normal). This is why it is 

classified as class 2 (abnormal). Similarly, samples 7-12 have 

small distance from class 1 and large distance from class 2. 

Therefore, it is classified as class1 (normal). 

 
V. RESULTS AND CONCLUSION 

In k_mean algorithm depending on the distances from class1 

and class2 values of various samples. The distances are small 

for abnormal signals and large for normal signals. The benefit 

of diagnosis from compressed ECG is immense. As 

compressed ECG contains less characters, diagnosis from 

compressed ECG can be possible (using the techniques shown 

in [18] Most importantly, for telecardiology applications, 

where ECG is transmitted and stored in compressed format, 

cardiovascular diagnosis is possible, without performing 

decompression, saving processing power, resource and time. 

Minimizing delays in diagnosis 

entail savings of patients’ lives. 
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