Caching for faster duplicate and irrelevant record detection using a non-relational database & MD5 Checksum – A Case Study
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Abstract - In this paper, we propose a formal analysis approach to detect certain inconsistent and redundant records in day-to-day transactions of a retail domain by making such a process faster and much more reliable. Towards this goal, we introduce a interim storage stack by creating caches out of a No-SQL DB and using a hashing algorithm while inserting the data into the primary indexes of the caches. Also to speed up the processing and also to automate it, we need an efficient batch processing program that performs the storage into the stack and retrieval of the data for comparison at a later date, in a distributed environment. Our experimental evaluation confirms the viability of such a caching approach.
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I. INTRODUCTION

With the advent of the era of Big-Data [5], there has been a great increase in the need to process enormous amount of data in the shortest possible time. Especially in a retail domain, there are daily transactional data that comes in huge volumes [6] of 1 ~ 10 Terabytes of data.

The first challenge is that such enormous files often have redundant data being processed which if removed can result in much faster processing of the data. To achieve faster processing we require a concurrent processing platform along with an interim storage functionary that enables faster insertion and retrieval of the data. We solved this problem with the usage of a document based non-relational database which facilitates faster insertion and retrieval of data for the challenge at hand.

To achieve faster processing of the data and to solve the first challenge, we have used a cache [8]. Cache, is normally a special high speed storage mechanism. It can be, either a reserved section of main memory or an independent high-speed storage device. A cache is a component that transparently stores data so that future requests for that data can be served faster. Recently many Web 2.0 companies such as Twitter, Digg and Reddit that switch from MySQL to non-relational database (NOSQL) to provide scalable data storage solutions, has aroused strong developers interest on NOSQL. Today companies are even considering using the non-relational databases as caching mechanism. In this paper we discuss about the possibilities of using a No-SQL as a viable substitute for the existing conventional DB approaches and the existing caching mechanism.

The second challenge normally faced is that, conventional approach to records storage would involve the entire record being stored into the cache. This not only is wastage of the memory, but would result in a slower processing when the retrieval process begins. It has also been observed in most retail scenarios that the files would be based on the frequency of the transaction occurrence, for instance monthly, weekly or daily storage of the daily business transactions.

To address the second challenge this paper suggests using a hashing algorithm [12] that would further our cause of reducing the latency incurred in the reads and writes. Hashing algorithms such as MD5 checksum [11] is utilized which would generate a value for each record. During comparison we would compare these hashed values instead of comparing individual columns which would result in a faster processing of the data. In addition we have used the primary indexing of MongoDB to enable faster retrieval and insertion which is further discussed in section II (E).

The paper is structured as follows: section two specifies the background for the research conducted where we define the need for the caching mechanism, about the primary indexing as seen in MongoDB and also brief description of MongoDB and the hashing algorithm MD5 checksum. In the third section, we illustrate the core processes that take place and also how the threshold value is calculated. In the final section discussion the results of the empirical analysis are given.

In addition we also use a concurrent processing platform based out of a well known batch processing stack like Spring Batch enables us to process the data in a faster and efficient manner.

II. BACKGROUND

The work reported in this paper is part of an ongoing research project in the development of a Distributed platform. Our research is based on the following understanding: the need for a caching mechanism, the implications of using such a caching mechanism, the
functioning of MongoDB as a storage functionality and also using a parallel programming stack.

A. Need for Caching Mechanism:

In a typical retail domain scenario where there are millions of records there is need to ensure only valid records, need to be processed. To weed out the duplicate records [2, 4] and non-conforming records, where the files are in the order of Terabytes in the shortest possible time and in order to speed up this process, we need an interim caching functionality that would hold data under process before finally persisting valid records into a relational database.

But the need of the day is a caching stack that would be both fault tolerant and scalable. The cache should be able to handle any type of failure elegantly and able to deliver at any point in time. Since the size of the files being processed is huge, any loss of the data that need to be reloaded into the cache will result in the slow-down of the entire process. To solve this problem we use a non-relational database, namely MongoDB that has faster reads and writes [10] and also is fault tolerant [14].

B. Relevant Records Cache and Unique Records Cache:

In the non-relational database we create two types of cache, Relevant Records cache and Unique Records Cache.

Relevant Records cache is required for the irrelevant records detection. Irrelevant records are those that have anomalous entries in the pre-defined subset of columns that have been decided by the user to calculate irrelevancy. Any deviation of the data in these columns in the file needs to be weeded out. This constitutes for “Irrelevant Record Detection” and we utilize the relevant records cache to store the relevant records based on which “Irrelevant Record Detection” is done.

The second cache used is the Unique Records Cache which only holds non-duplicate records pertaining to a particular partner. The platform utilizes this cache to weed any duplicate entries that may come in a file sent by the customer. This constitutes for the “Redundant Record detection”.

C. Insertion into the cache:

Initially during our research we tried inserting the records one after the other into the cache. Though the process might look simple, it was time consuming and the performance was very low. In order to improve the performance and reduce the latency in insertion of the data, we programmatically induced the bulk inserts [25] into the cache based on a predefined block size. The calculation of the block size ($\theta$) was done as follows:

$$\theta = \beta \times (\text{JVM Heap Space} / \text{Size of the file})$$  \hspace{1cm} (1)

In the above formula “$\beta$” is a Constant (Taken to be 0.20). Based on the above formula we calculate the block-size ($\theta$) based on two important parameters; the JVM Heap Size and the size of the file. After the data is divided based on the block-size ($\theta$), the blocks of data are inserted into the cache.

The graph in the Figure 1 depicts the time in milliseconds taken against the number of records in millions, to compare normal record-by-record insert compared for the induced bulk inserts. We can see from the Figure 1 significant amount of improvement on the performance as compared to normal record-by-record insert and reduced insert time.

![Figure 1: The above graph depicts the time in milliseconds along the x-axis against the number of records in millions along the y-axis and a comparison of normal record-by-record insert compared to induced bulk inserts.](image)

D. MD5 Checksum:

An MD5 checksum [11] is a very reliable way to verify data integrity. The MD5 algorithm takes data of arbitrary length and produces a 128-bit fingerprint of characters and numbers from that data.

It is proposed that it is computationally infeasible to produce two messages having the same output of numbers and characters. In, our scenario we will be using MD5 checksum to calculate a unique value for each and every record in the file and for the whole file too. So, that we can have row level as well as file level duplicate detection of the files.

In our platform we have used MD5 checksum for generating the hashed values for the data in a record, which expedites the process of data comparison, since we would compare only the hashed values of the entire data record instead of individual entries in the record under consideration.
E. Primary Indexing in MongoDB:

An index is a data structure that allows you to quickly locate documents based on the values stored in certain specified fields. Indexes in MongoDB [1, 7] are similar to indexes in other databases.

Creating an index comes with a contract of writing or updating data which could become a slow process as it requires an overhead of writing few extra bytes. In our scenario, we have a terminology of write once, use many times. All MongoDB indexes use a B-tree data structure [1, 16]. MongoDB can use this representation of data to optimize query responses.

MongoDB comes with two types of indexing _id indexing and secondary indexing. In our scenario, we are using _id indexing which by default ensure index on the primary key. We can enter any unique value in this field and MongoDB will create an index on the same by default and returns the result using only the index; MongoDB does not need to look at the documents, only the index is enough to fulfill the query.

III. CORE PROCESSES:

This paper suggests two types’ processes. As seen in the figure 2, these processes happen sequentially on to find and weed out the invalid records from the file under duplicate and irrelevant record detection.

![Diagram](image_url)

**Figure 2:** Illustrates the overall core process.

Phase 1:

During the phase 1 we have the following operations occurring:

1. Initially the supposed data corresponding to a partner resides in a conventional relational database. Using native commands we first copy the data into a file as direct insert into a cache was time consuming.

2. Once the data is stored on a file we have the bulk insertion happening into the cache. Using the formula in equation (1) we calculate the block-size based on which the data in the file needs to be divided for the bulk inserts to take place.

3. After the blocks division based on the block-size, firstly we calculate the hash value of each record as discussed in II(C) and then the bulk insertion process begins in the unique records cache. Secondly, we retrieve certain column constraints that the user has predefined for the irrelevant record detection. Whilst comparison any deviation from the set norms would deem the compared record from the user file as irrelevant and needs to be weeded out. So based on the column constraints we concatenate the data into a single string and then insert the same in relevant records cache. Thus we have the data that is now prepared for the duplicate detection and irrelevant detection to happen. This process is repeated for any new client that may be using the platform.

Phase 2:

During the second phase of the core operations, we have actual retrieval and comparison process happening on two separate threads. There are two types of duplicate detection that will happen as discussed below:

a) Redundant Record Detection:

This defines a process that is used to check if the record coming in is a unique record and has not occurred in the past transactional records. In our research, we found that approximately 20-40% of the records that may come in the form of transactional records are already existing in the data. This process ensures only the unique records get passed further on for processing.

In order to speed up the process of duplicate record detection the data that is read from the files is divided into chunks or blocks of data and processed parallel on different threads. Since there would be a write lock in MongoDB [1] and we would be using the primary indexes [1, 7] of the MongoDB, the duplicate records would not be inserted even if they are processed in parallel.

First we retrieve the data from the cache and create blocks of data based on a pre-configured block size (viz. 1000, meaning less than or equal to 1000 records in each block). After the division into blocks, we calculate checksum for each record in the block simultaneously on separate threads. Then the checksum is looked up in the MongoDB cache. Since duplicate records cannot be inserted into the primary index an error would be thrown which would be logged in our logging framework that it is a redundant record. If not found, then the record is unique, the record is stored and can be sent further for processing, as illustrated in the figure 3.
5. If found, then the record is relevant to the customer’s file and can be sent further for processing.

**Figure 3:** Illustrates the process of Redundant Record Detection.

**Figure 4:** Illustrates the process of Irrelevant Record Detection.

### b) Irrelevant Record Detection:

After the redundant records are weeded out, the records now need to be checked; if they conform to a pre-set standard and used to check if the record coming in is an irrelevant record (record that is not legitimate such as the product code of the transaction record does not exist).

The following steps are involved in the suggested detection, as also seen in the figure 4:

1. First step is detailing out which of the given columns in the files are to be used for the Irrelevant Record Detection. This is pre-set by the owner of the file. This helps us set the conditions based on which irrelevant records are determined.

2. Then the platform concatenates each column needed for irrelevant record lookup into a single string.

3. Then the platform checks if the concatenated columns are within the cache.

4. If not found, log into the logging framework that it is an irrelevant record and weed out the data from the file.

### IV. BENEFITS OF THE PROPOSED SOLUTION

Faster caching with reduced retrieval and insertion:

- By doing bulk inserts we are able to do faster inserts, as seen in section II (B).
- We avoid creating our own secondary indexes by using primary indexes [1, 7].
- Also since the primary indexing needs to be unique, if there are duplicate records within the same file the records are also weeded out automatically.
- Also since, MongoDB [1,18] uses resident mapping technique to map the latest data into the virtual memory using the LRU algorithm[1,18], there are chances that after the first retrieval for comparison, the data resides in the memory, thus causing lesser page faults and faster retrieval.

High Availability and Partition tolerant:

- This design provides us Availability and Partition Tolerance under the CAP’s Theorem [23, 24] (Brewer’s Theorem). But consistent view across all the nodes in the replica sets is something that is not done as the secondary of the replica set is replicated asynchronously. Also during sharding the collections, the first time data comes in, it would reside only on the primary shards. Then the data
gets moved to the other shards based on the shard keys.

V. EMPIRICAL ANALYSIS

A comparative study was conducted as part of the our research at Trade Edge where MongoDB's performance was measured with that of the performance of Memcached [21], an in-memory cache.

The study was conducted with both caches operating on similar test conditions of 400 reads and writes of normal loads with 'Checksum' calculated on each record of a file and then the response time is tabulated. The tests were conducted on a commodity system with the following system Specification: 3GB Ram, O/S- Windows 32-bit, Processor: Pentium® Dual Core E5400 @2.70 GHz.

An observation was made that though Memcached [16] is comparatively faster than MongoDB in the initial stages. But its performance degrades as seen by the interim spikes in the figure 5, which causes delay in the insertion and retrieval of data as seen by our empirical analysis having both the caches function under similar conditions.

The results of our analysis can be seen in the Table 1 and the graphical representation is seen in figure 5:

<table>
<thead>
<tr>
<th>S.No</th>
<th>Time</th>
<th>MemcachedDB in milliseconds</th>
<th>MongoDB in milliseconds</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>9:40:01</td>
<td>0.732</td>
<td>1.842</td>
</tr>
<tr>
<td>2</td>
<td>9:40:02 AM</td>
<td>3.894</td>
<td>3.998</td>
</tr>
<tr>
<td>3</td>
<td>9:40:03</td>
<td>0.345</td>
<td>0.154</td>
</tr>
<tr>
<td>4</td>
<td>9:40:04 AM</td>
<td>0.166</td>
<td>0.563</td>
</tr>
<tr>
<td>5</td>
<td>9:40:05</td>
<td>0.235</td>
<td>0.416</td>
</tr>
<tr>
<td>6</td>
<td>9:40:06 AM</td>
<td>0.093</td>
<td>0.649</td>
</tr>
<tr>
<td>7</td>
<td>9:40:07</td>
<td>0.278</td>
<td>0.793</td>
</tr>
<tr>
<td>8</td>
<td>9:40:08 AM</td>
<td>0.124</td>
<td>0.543</td>
</tr>
<tr>
<td>9</td>
<td>9:40:09</td>
<td>0.453</td>
<td>0.559</td>
</tr>
<tr>
<td>10</td>
<td>9:40:10 AM</td>
<td>0.25</td>
<td>0.239</td>
</tr>
<tr>
<td>11</td>
<td>9:40:11</td>
<td>0.241</td>
<td>0.357</td>
</tr>
<tr>
<td>12</td>
<td>9:40:12 AM</td>
<td>0.125</td>
<td>0.45</td>
</tr>
<tr>
<td>13</td>
<td>9:40:13</td>
<td>0.675</td>
<td>0.839</td>
</tr>
</tbody>
</table>

Table 1: Response time taken with 400 reads and Writes of normal loads with 'Checksum' calculated on each record of a file. System Specification: 3GB Ram, O/S- Windows 32-bit, Processor: Pentium® Dual Core E5400 @2.70 GHz.

Figure 5: Depicts the graphical representation of the tabulated entries in the table 1.

VI. EXISTING WORK

- "Travel IQ" [20] travel company has used a similar type of caching based out of MongoDB but they had not used any hashing algorithm before inserting the data into the cache. If this was implemented then this would have further enhanced their performance.

VII. FUTURE WORK

The scope of this methodology is varied and could be leveraged in any domain where there is need to weed out any redundant or irrelevant records in the most effective and fastest way.

- Future Development could leverage open source Big-Data stack like Hadoop to provide much higher levels of concurrent and faster lookups.
- Other caching and No-SQL frameworks can also be considered for the design such as CouchDB, Cassandra, Hazelcast.
• Other checksum methodologies are also being considered like SHA-1, SHA-256 and so on.
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