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Abstract 

In this paper, block-based multi-focus image 

fusion has been proposed. In the past it is 

impossible to obtain an image in which all the 

objects are in focus. Image fusion deals with 

creating an image in which all the objects are in 

focus. Thus it plays an important role to perform 

other tasks of image processing such as image 

segmentation, edge detection, stereo matching and 

image enhancement. In block-based multi-focus 

fusion technique follow three steps. Firstly, ten 

pairs of images divided in to M×N block. Second, 

Extract the features of each block and feed 

forward to neural network. Last step is the 

trained neural network is then used to fuse any 

pair of multi-focus images. The experimental 

results shows that the DWT has better 

performance than exiting techniques in terms of 

measurement analysis and image fusion image. 

Keywords- Fusion, Optimal Block, NN, image 

fusion 

I. INTRODUCTION 

In computer vision, Multisensor Image 

fusion is the process of combining relevant 

information from two or more images into a single 

image. The resulting image will be more informative 

than any of the input images. In remote sensing 

applications, the increasing availability of space 

borne sensors gives a motivation for different image 

fusion algorithms. Several situations in image 

processing require high spatial and high spectral 

resolution in a single image. Most of the available 

equipment is not capable of providing such data 

convincingly. The image fusion techniques allow the 

integration of different information sources. The 

fused image can have complementary spatial and 

spectral resolution characteristics. But, the standard 

image fusion techniques can distort the spectral 

information of the multispectral data, while merging. 

Image fusion is generally performed at three different 

levels of information representation including pixel 

level, feature level and decision level [2]. A number 

of image fusion techniques have been presented in 

the literature. In addition of simple pixel level image 

fusion techniques, we find the complex techniques 

such as multi resolution approach [1], Laplacian 

Pyramid [3], fusion based on PCA [4], discrete 

wavelet (DWT) based image fusion [5], Neural 

Network based image fusion [6] and advance DWT-

based image fusion [7]. These techniques have 

different merits and demerits such as linear wavelets 

like Haar wavelet during the image decomposition 

does not preserve the original data [8]. Similarly due 

to low-pass filtering process of wavelets, the edges in 

the image become smooth and hence the contrast in 

the fused image is decreased.   

The paper is organized as follows. Flow 

chart of proposed method is presented in Section II. 

Section III describes the 2-level DWT. Section IV 

describes the image quality measurements. Results 

are shown in section V. Section VI describes the 

conclusion. 

II.FLOW CHART OF BLOCK-BASED MULTI 

FOCUS IMAGE FUSION 

In fig 1, i1,i2,..in represents the n different 

images. Each block briefly explained as shown. 

a) For every image we create two versions of 

same size .In the first version some of the 

regions are randomly selected in the left half 

of the image and are blurred. Similar process 

is performed in the right half of the image in 
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the second version. Every image is divided 

into M×N blocks. It has distinguishing the 

blurred and un-blurred regions from each 

other and then apply the genetic algorithm 

for every image. 

b) Calculate the feature values of each block of 

all the images and Normalize the feature 

values between [0 1]. 

c) Assign the class value to every block j of  i 

th  image. If block j is visible then assign it 

class value 1 otherwise give it a class value -

1. 

d) Create a neural network with adequate 

number of layers and neurons. Train the 

newly created neural network with adequate 

number of patterns selected from features 

file created in step a.   

e) By using the trained neural network, identify 

the clearness of all the blocks of any pair of 

multi-focus images to be fused. 

f) Fuse the given pair of multi-focus images 

block by block according to the 

classification results of the neural network 

such that 

            

 

 

 

 

 

           

 

 

 

Fig.1. flowchart of proposed method 

The procedure of feature selection is the important 

key role in multi focus image fusion. In multi focus 

images , some of the objects are in focus and some of 

the objects are out focus. The blurred objects in an 

image reduce its clearness. We have used five 

different features to characterize the information level 

contained in a specific portion of the image. This 

features set includes Variance, Energy of Gradient, 

Contrast Visibility, Spatial Frequency and Canny 

Edge information. But energy of gradient and spatial 

frequency are reduce the blurred objects in an images 

compare to contrast visibility. So, in this paper, 

energy of gradient and spatial frequency are used for 

feature selection. 

The energy of gradient of image block is given by 

 

Where  

M=number of rows of image block 

N=number of columns of image block 

X = block size of every image 

Spatial frequency of image block is given by 
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A large value of spatial frequency describes the large 

information level in the image and therefore it 

measures the clearness of the image.   

Start 

Create  left & right focus img  

images 

Divide M×N block size 

Feature selection 

Apply neural nwt 

Fused images 

end 
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III. 2-LEVEL DISCRETE WAVELET 

TRANSFORM 

The wavelet transform transforms the image into a 

multi-scale representation with both spatial and 

frequency characteristics. In this paper, DWT take as 

frequency domain. It has better performance 

(RMSE,PSNR) than block –based feature level image 

fusion. The procedure of image fusion using  DWT 

as shown below 

Read the original image of left and right blurred 

images 

Apply 2-level DWT for original image to get 16 sub 

bands. 

Compute feature selection and then apply the neural 

network. 

Apply inverse DWT of neural network. 

III.IMAGE QUALITY MEASUREMENTS 

There are different quantitative measures 

which are used to evaluate the performance of the 

fusion techniques. We used three measures Root 

Mean Square Error (RMSE), Peak Signal to Noise 

Ration (PSNR), Mutual Information (MI), entropy 

and standard deviation. 

The RMSE of reference image R and fused images F 

is given by 

2
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The PSNR of reference image R and fused images F 

is given by 
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Where L is the number of gray levels 

The MI of fused image T and reference image h is 

given by 
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The table 1 shows the measurement values of MSE, 

PSNR and MI of relative images. 

IV.EXPERIMENTAL RESULTS 

Original image Left blur image

Right blur image Fused image

 

Fig.2.original image 

Original image Left blur image

Right blur image Fused image

 

Fig.3.left blur image 

Original image Left blur image

Right blur image Fused image

 

Fig.4.right blur image 
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Original image Left blur image

Right blur image Fused image

 

Fig.5.fused by a proposed method 

Table.1.results of quantitative measures 

RMSE 1.7004 1.6985 

PSNR 21.76 22.58 

MI 0.9314 0.8756 

 

RMSE 1.6481 1.6321 

PSNR 21.94 22.67 

MI 0.9432 0.8823 

 

V.CONCLUSION 

In this, we have presented a block-based multi focus 

image fusion. The results are better performance and 

image quality is good. In this technique, the 

computation time and cost is less. In the proposed 

technique, only one neural network is created 

whereas in PNN-based image fusion , neural network 

for every pair of multi-focus images is created which 

is really time consuming. 
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