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ABSTRACT- The objective of image quality assessment 

(IQA)  is to provide computational models to measure 

the perceptual quality of an image. Here we deal with a 

new image quality assessment (IQA) scheme, with 

emphasis on gradient similarity . Image intensities carry 

a great deal more information about three-dimensional 

shape. Gradients convey important visual information 

and are very important to scene understanding. Using 

such information, structural and contrast changes can be 

effectively captured. Therefore, we use the gradient 

similarity to measure the change in contrast and 

structure in images. Apart from the structural/contrast 

changes, image quality is also affected by luminance 

changes, which must be also accounted for complete and 

more robust IQA. Hence, the proposed scheme considers 

both luminance and contrast–structural changes to 

effectively assess image quality. Finally, the effects of the 

changes in luminance and contrast–structure are 

integrated via an adaptive method to obtain the overall 

image quality score. 

I. Introduction 

Image quality assessment plays an important role in 

image processing systems. Existing image quality 

evaluation methods can be divided into two 

categories: Subjective evaluation and objective 

evaluation. The HVS is our terminal of image 

processing systems, thus the most correct Method of 

quantifying image quality is through subjective 

evaluation. In practice, however, subjective evaluation 

needs to organize the observers to mark the distorted 

images, which is too inconvenient, time-consuming 

and expensive. PSNR and MSE are still the most 

widely used objective metrics due to their low 

complexity and clear physical meaning. However they 

were also widely criticized for not correlating well 

with HVS for a long time. During the last several 

decades, many researchers have tried to find a 

mathematic model to simulate HVS characteristics, 

and a great deal of effort has been made to develop 

new image quality assessment methods based on 

HVS.Digital images are usually affected by a wide 

variety of distortions during acquisition and 

processing, which generally results in loss of visual 

quality. Therefore, image quality assessment (IQA) is 

useful in many applications such as image acquisition, 

watermarking, compression, transmission, restoration, 

enhancement, and reproduction. The goal of IQA is to 

calculate the extent of quality degradation and is thus 

used to evaluate/ compare the performance of 

processing systems and/or optimize the choice of 

parameters in processing. For example, the well-cited 

structural similarity (SSIM) index [1] has been used in 

image and video coding. The human visual system 

(HVS) is the ultimate receiver of the majority of 

processed images, and evaluation based on subjective 

experiments is the most reliable way of IQA. 

However, subjective evaluation is time consuming, 

laborious, expensive, and non-repeatable; as a result, it 

cannot be easily and routinely performed for many 

scenarios. These limitations have led to the 

development of objective IQA measures that can be 

easily embedded in image processing systems. The 

simplest and most widely used IQA scheme is the 

mean squared error (MSE)/peak signal-to-noise ratio 

(PSNR) (which is calculated using MSE). Peak 

Signal-to-Noise Ratio is the ratio between the 

reference signal and the distortion signal in an image, 

given in decibels. The higher the PSNR, the closer the 

distorted image is to the original. In general, a higher 

PSNR value should correlate to a higher quality 

image, but tests have shown that this isn't always the 

case. However, PSNR is a popular quality metric 

because it's easy and fast to calculate while still giving 

okay results. The PSNR is most commonly used as a 

measure of quality of reconstruction of  lossy 

compression codec’s (e.g., for image compression). 

The signal in this case is the original data, and the 

noise is the error introduced by compression. When 

comparing compression codec  it is used as an 

approximation to human perception of reconstruction 

quality, therefore in some cases one reconstruction 

may appear to be closer to the original than another, 

even though it has a lower PSNR (a higher PSNR 

would normally indicate that the reconstruction is of 

higher quality). One has to be extremely careful with 

the range of validity of this metric;it is only 

conclusively valid when it is used to compare results 

from the same codec (or codec type) and same 

content. It is popular due to its mathematical 

simplicity and it being easy to optimize. It is, 

however, well known that mse/psnr does not always 

agree with the subjective viewing results, particularly 

when distortion is not additive in nature. This is 

simply an average of the squared pixel differences 

between the original and distorted images. The well-
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known schemes proposed in recent ten years include 

PSNR-HVS-M [4], SSIM [1], visual information 

fidelity (VIF) [2], visual signal-to-noise ratio (VSNR) 

[3]), In PSNR-HVS-M [5],  MSE/PSNR in the 

discrete cosine transform domain is modified so that 

errors are weighted by the corresponding visibility 

threshold (which accounts for the masking effects of 

the HVS) and the schemes based on the SSIM. The 

SSIM [1] is widely accepted due to its reasonably 

good evaluation accuracy. But SSIM does not work 

well with blurred images. Hence we   propose an IQA 

scheme that is based on the edge/gradient. Similar to 

the SSIM, the proposed scheme considers luminance 

and contrast–structural changes. The main 

contributions are as follows- 

 We demonstrate that gradient 

information that captures both contrast 

and structure of the image allows more 

emphasis on distortions around the edge 

regions in the proposed IQA scheme, 

leading to a more accurate assessment of 

image quality; 

  Our scheme matches better with the 

contrast masking, particularly for the 

cases when both masked and masking 

signals are small; and  

  We devise an adaptive approach to 

integrate the different components (i.e., 

luminance and contrast–structure) of 

distortion. 

 

II. The SSIM INDEX 

The structural similarity (SSIM) index is one of the 

method that is used in Image quality assessment. 

The structural similarity (SSIM) index is used for 

measuring the similarity between two 

images. Structural information is the idea that the 

pixels have strong inter-dependencies especially when 

they are spatially close. These dependencies carry 

important information about the structure of the 

objects in the visual scene. As proposed in [1], the 

SSIM assumes that natural images are highly 

structured, and the HVS is sensitive to structural 

distortion. The structural information in an image is 

defined as those attributes that represent the structure 

of objects in the scene, independent of the average 

luminance and contrast [1]. The SSIM is calculated 

for each overlapped image block by using a pixel-by-

pixel sliding window, and therefore, it can provide the 

distortion/similarity map in the pixel domain. It has 

been also extended using the multiscale analysis, 

complex wavelets [5], and discrete wavelets [6]. For 

any two image blocks and , the SSIM models the 

distortion/similarity between them as three 

complementary components, namely, luminance 

similarity, contrast similarity, and structural similarity, 

and these three components are mathematically 

described as (1)–(3) below, respectively 

𝑙 𝑥, 𝑦 =
2𝜇𝑥   𝜇𝑦+𝑐1

𝜇𝑥2 +𝜇𝑦2 +𝑐1
                              (1) 

                            𝑐 𝑥, 𝑦 =
2𝜎𝑥   𝜎𝑦 +𝑐2

𝜎𝑥2 +𝜎𝑦2 +𝑐2
                             

(2) 

              𝑠 𝑥, 𝑦 =
2𝜎𝑥𝑦   +𝑐3

𝜎𝑥𝜎𝑦 +𝑐3
                                 (3) 

 

where 𝜇𝑥 , 𝜇𝑦 , 𝜎𝑥
2, 𝜎𝑦

2, and 𝜎𝑥𝑦  are the mean of , the 

mean of ,the variance of x , the variance of y , and the 

covariance of x and y, respectively;𝑐1 ,𝑐2 ,𝑐3 and are 

claimed as small constants to avoid the denominator 

being zero. 

The SSIM for the image blocks is given as 

 

𝑆𝑆𝐼𝑀 𝑥, 𝑦 = [𝑙 𝑥, 𝑦 ]𝛼 . [𝑐 𝑥, 𝑦 ]𝛽 . [𝑠 𝑥, 𝑦 ]𝛾       (4) 

 

where 𝛼, 𝛽 and 𝛾 are positive constants used to adjust 

the relative importance of the three components. The 

higher the value of SSIM is, the more similar image 

blocks and are.. The overall image quality score is 

determined using the mean of the local SSIM (i.e., the 

SSIM for each image block) [1] or calculated as the 

IW average of the local SSIM [10]. The schemes in 

[7]–[10] and [11] are also based on the SSIM and take 

into account the importance of edge. In these schemes, 

one or more components of the SSIM are changed to 

calculate the value in the edge domain (note that (1)–

(3) are calculated in the pixel domain). For example, 

the structure comparison component has been changed 

[7], [11] to the gradient domain, or both the contrast 

and structure comparison components have been 

modified [8]. In [9] and [11], the luminance 

comparison component has not been included. As 

minor variants of the SSIM, these schemes are lack of 

due consideration of the HVS’ masking and visibility 

characteristics. Consider Fig. 1 shows the plot of 

DMOS versus SSIM for high-distortion images. where 

blur, contrast, jpeg,  and  Fnoise  represent the 

distortion types of JPEG  compression. Here the SSIM 

tends to underestimate the visual distortion. 

 
 
Fig.1.Plot DMOS verses SSIM 

III. GRADIENT SIMILARITY SCHEME 
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           An image gradient is a directional change in the 

intensity or color in an image. Image gradients may be 

used to extract information from images. In graphics 

software for digital image editing, the term gradient is 

used for a gradual blend of color which can be 

considered as an even gradation from low to high 

values, as used from white to black in the images to 

the right. Another name for this is color progression. 

         Mathematically, the gradient of a two-variable 

function (here the image intensity function) is at each 

image point a 2D vector with the components given 

by the derivatives in the horizontal and vertical 

directions. At each image point, the gradient vector 

points in the direction of largest possible intensity 

increase, and the length of the gradient vector 

corresponds to the rate of change in that direction. 

       Since the intensity function of a digital image is 

only known at discrete points, derivatives of this 

function cannot be defined unless we assume that 

there is an underlying continuous intensity function 

which has been sampled at the image points. With 

some additional assumptions, the derivative of the 

continuous intensity function can be computed as a 

function on the sampled intensity function, i.e., the 

digital image. It turns out that the derivatives at any 

particular point are functions of the intensity values at 

virtually all image points. However, approximations 

of these derivative functions can be defined at lesser 

or larger degrees of accuracy. 

         The Sobel operator represents a rather inaccurate 

approximation of the image gradient, but is still of 

sufficient quality to be of practical use in many 

applications. More precisely, it uses intensity values 

only in a 3×3 region around each image point to 

approximate the corresponding image gradient, and it 

uses only integer values for the coefficients which 

weight the image intensities to produce the gradient 

approximation. 

             The gradient of the image is one of the 

fundamental building blocks in image processing. For 

example the canny edge detector uses image gradient 

for edge detection. Image gradients are often utilized 

in maps and other visual representations of data in 

order to convey additional information. GIS tools use 

color progressions to indicate elevation and population 

density, among others. The similarity in the gradient 

can be expressed as given below. 

𝑔 𝑥, 𝑦 =
2𝑔𝑥   𝑔𝑦+𝑐4

𝑔𝑥2 +𝑔𝑦2 +𝑐4
                            (5) 

 

 

Fig2.Plot DMOS verses gradient. 

Consider Fig. 2 in which the x-axis represents the 

predicted 

Value from the scheme under consideration and the y 

-axis represents the subjective DMOS. We show the 

four-parameter logistic mapping curve between the 

objective outputs and the subjective DMOS .From 

Fig.1 and Fig.2 when compare we can see that the 

proposed scheme is more effective. 

 

A. Gradient and intensity 

 

It is better to use gradient along with intensity for the 

better assessment of image quality. Traditionally, 

image intensities have been processed to segment an 

image into regions or to find edge-fragments. Image 

intensities carry a great deal more information about 

three-dimensional shape, however. To exploit this 

information, it is necessary to understand how images 

are formed and what determines the observed intensity 

in the image. Since there will be a change in the 

intensity whenever there is a pixel wise movement in 

the edge regions.   The average intensity can be 

expressed as  

𝑀𝑠𝑥𝑦 =  𝑟𝑖𝑝𝑥𝑦 (𝑟𝑖)
𝐿−1
𝑖=0                                  (6) 

It can be also classified as the local intensity. 

Where 𝑠𝑥𝑦  denotes the neighborhood pixels. Suppose 

if we consider a gray scale image then intensity is 

nothing but the value which ranges from 0-255 

corresponding to different shades. There should be 

continuous intensity function otherwise we should 

assume that intensity is continuous and should be 

sampled at image points. 

IV. CONCLUSION 

Human visual system is ultimate system and HVS is 

highly adapted to extract structural information from 

the viewing field. Therefore all the structural 

information in an image should be carefully and 

explicitly incorporated in designing of an IQA 

scheme. The proposed IQA scheme based on the 

concept of gradient similarity along intensity can be 

considered to alleviate the shortcoming of the existing 
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relevant schemes in this regard. We have 

demonstrated that the proposed gradient similarity 

measure can be used to gauge contrast and structural 

changes effectively. 

 

V. REFERENCES 

[1] Z. Wang, A. C. Bovik, H. R. Sheikh, and E. P. Simoncelli, 

“Image quality assessment: From error visibility to structural 
similarity,” IEEE Trans. Image Process., vol. 13, no. 4, pp. 600–

612, Apr. 2004. 

[2] H. R. Sheikh and A. C. Bovik, “Image information and visual 
quality,” IEEE Trans. Image Process., vol. 15, no. 2, pp. 430–444, 

Feb. 2006. 

[3] D. M. Chandler and S. S. Hemami, “VSNR: A wavelet-based 
visual signal-to-noise-ratio for natural images,” IEEE Trans. Image 

Process., vol. 16, no. 9, pp. 2284–2298, Sep. 2007. 

[4] N. Ponomarenko, F. Silvestri, K. Egiazarian, M. Carli, J. Astola, 
and V. Lukin, “On between-coefficient contrast masking of DCT 

basis functions,” in Proc. 3rd Int. Workshop Video Process. Qual. 

Metrics Consum. Electron., Scottsdale, AZ, Jan. 2007  
[5] Z. Wang and E. P. Simonceclli, “Translation insensitive image 

similarity in complex wavelet domain,” in Proc. Int. Conf. Acoust., 

Speech, Signal Process., 2005, pp. 573–576. 
[6] C. Yang, W. Gao, and L. Po, “Discrete wavelet transform-based 

structural similarity for image quality assessment,” in Proc. Int. 
Conf. Image Process., 2008, pp. 377–380. 

[7] G. Chen, C. Yang, and S. Xie, “Edge-based structural similarity 

for 
image quality assessment,” in Proc. Int. Conf. Acoust., Speech, 

Signal 

Process., 2006, pp. 14–19. 
[8] G. Chen, C. Yang, and S. Xie, “Gradient-based structural 

similarity for 

image quality assessment,” in Proc. Int. Conf. Image Process., 
2006, 

pp. 2929–2932. 

[9] D. Kim, H. Han, and R. Park, “Gradient information-based 
image quality metric,” IEEE Trans. Consum. Electron., vol. 56, no. 

2, pp.930–936, May 2010. 

[10] Z. Wang and Q. Li, “Information content weighting for 
perceptual image quality assessment,” IEEE Trans. Image Process., 

vol. 20, no. 5, pp. 1185–1198, May 2011. 

[11] G. Cheng, J. Huang, C. Zhu, Z. Liu, and L. Cheng, “Perceptual 
image 

quality assessment using a geometric structural distortion model,” in 

Proc. Int. Conf. Image Process., 2010, pp. 325–328. 

2289

International Journal of Engineering Research & Technology (IJERT)

Vol. 2 Issue 4, April - 2013

ISSN: 2278-0181

www.ijert.org

IJ
E
R
T

IJ
E
R
T


