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Abstract—In some applications like document summarization based on chronological events, question answering in newswire domain etc we need to extract and process temporal information. For example in Question Answer system in newswire domain, if we want to know who was the prime minister of India in February of 2000, we need to extract and process temporal information in the text. Extracting temporal information from text is a crucial task which needs recognition of temporal expressions, identification of events in document to which expression is related and normalization of temporal expression into a value. The information obtained may be further processed and presented to the user as per requirement. This has been an active research area especially in NLP where new tools and techniques are being developed. This paper presents a comparative study of such tools and techniques for temporal information extraction from natural language texts.

Index Terms—Temporal Information Extraction, temporal Expression recognition, Temporal event

I. INTRODUCTION

Electronic information increases rapidly day by day, so precise temporal representations of the text becomes important for many applications like text summarization, question answering, information extraction etc. The representation and interpretation of time can be done in many ways, therefore it is essential task to recognize and process it which can be used in other applications.

Temporal Information processing can be categorized in 3 steps: (1) Recognition of temporal expression i.e a task of identifying proper phrases with temporal semantics in the text. (2) Normalization of temporal expression i.e a task of assigning absolute value to temporal expression(3) Identify temporal relation between event and time expressions.

Extracting and Processing of temporal expressions has received increasing interest especially in NLP research community over past few years. The Message Understanding Conferences (MUC-6) have played an important role, but their evaluation focus only on extraction of temporal expression, while a Novel contribution towards the Normalization of temporal expressions was made in 2000[1]. When an information is extracted, the quality of extractor is important. It is measured in terms of precision and recall as per standards. The first exercise evaluating system performance that deals both with recognition and normalization of temporal expression was the TERN 2004 competition. There after intensity of research activities in this promising area has increased substantially.

This paper provides comparative study of various approaches, tools and techniques of temporal information extraction.

II. TEMPORAL EXPRESSIONS IN DOCUMENTS

Temporal expressions can be classified into following categories according to Schilder and Habel[2].

Explicit: Date Expressions such as ‘13/08/2013’, ‘15th August’ refer explicitly to entries of a calendar system and can be mapped directly to Chronons in a timeline.

Implicit: All temporal expressions that can be evaluated via a given time ontology and capability of the named entity extraction approach such as name of holiday(last chrïtas), next valentine day etc.

Relative: Some temporal expressions express vague temporal information and it is rather difficult to precisely place the information expressed on a time line. Such temporal expressions can be only anchored in a timeline in reference to another explicit or implicit already anchored temporal expressions. For example, ‘ on Monday’, ‘Before June and After March’ etc. If the document has creation date, then they can be easily anchored. This date then can be used as a reference for that expression which can be then mapped to a chronon.

II. Annotation standards

There are two standards for annotating temporal information in documents: TIMEX2 [3] and TIMEML[4].

TIMEX2

TIMEX2 was initially developed in 2000 under DARPA’s Translingual Information Detection, Extraction and Summarization (TIDES) program. The fundamental move forward here (compared to TIMEX) was the addition of a normalisation task to the recognition task: the annotation provided for the interpretation of dates and times by using ISO
8601 as the standard for the representation of normalized dates and times. Various attributes with their meanings are as shown in table I.

### Table I
**TIMEML ATTRIBUTES**

<table>
<thead>
<tr>
<th>Attribute</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>V.L.</td>
<td>Contains normalized form of the date or time in the annotated expression.</td>
</tr>
<tr>
<td>N.W.</td>
<td>Captures temporal bound using values such as BEF, OBE, MORE THAN, BEFORE, and APRX.</td>
</tr>
<tr>
<td>NMD</td>
<td>Captures night and day using values such as NMD, MND, DMT, and NAPX.</td>
</tr>
<tr>
<td>NMT</td>
<td>Contains normalized form of an anchoring data ordinals.</td>
</tr>
<tr>
<td>NSEE</td>
<td>Captures the relative duration or comparison between NMD and NMD. It is used to express the information about the duration thereof.</td>
</tr>
<tr>
<td>NMD</td>
<td>Identifies expressions denoting the year, other also be use Y or a number.</td>
</tr>
<tr>
<td>VISH</td>
<td>Contains any characters that are necessary to add a character, ignored from the point of view of automatic processing of times.</td>
</tr>
</tbody>
</table>

**TIMEML**

TimeML is a robust specification language for events and temporal expressions in natural language [5]. There are four major data structures that are specified in TimeML: EVENT, TIMEML, SIGNAL, and LINK.

It has been applied mainly to English news articles. It is designed to address four problems in event and temporal expression markup:

1. Time stamping of events (identifying an event and anchoring it in time);
2. Ordering events with respect to another (lexical versus discourse properties of ordering);
3. Reasoning with contextually underspecified temporal expressions (temporal functions such as 'last week' and 'two weeks before');
4. Reasoning about the persistence of events (how long does an event or the outcome of an event last).

TimeML [5] is a proposed metadata standard for markup of events and their temporal anchoring in documents that addresses this. Both standards present guidelines on how to determine the extents and how to normalize the values of temporal expressions. TimeML contains following attributes as shown in table II.

### Table II
**TIMEML ATTRIBUTES**

<table>
<thead>
<tr>
<th>Attribute</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>TIMEML 1.0</td>
<td>The event is used to annotate the element of a time that has the smallest event described by it. Specifically, events are typically used, although some contain, such as 'time' or 'date', which is identified by the (MD) attribute.</td>
</tr>
<tr>
<td>MD</td>
<td>The temporal expression is represented in a time expression. Time expression contains different data structures, such as time, date, duration, etc.</td>
</tr>
<tr>
<td>V.L.</td>
<td>TimeML 1.0 is primarily used to mark up explicit temporal expressions, such as time, date, duration, etc.</td>
</tr>
<tr>
<td>N.MD</td>
<td>TimeML 1.0 is a temporal tag that is used for marking explicit temporal expressions, such as time, date, duration, etc.</td>
</tr>
<tr>
<td>N.MD.</td>
<td>TimeML 1.0 is a temporal tag that is used for marking explicit temporal expressions, such as time, date, duration, etc.</td>
</tr>
<tr>
<td>N.MD.</td>
<td>TimeML 1.0 is a temporal tag that is used for marking explicit temporal expressions, such as time, date, duration, etc.</td>
</tr>
<tr>
<td>N.MD.</td>
<td>TimeML 1.0 is a temporal tag that is used for marking explicit temporal expressions, such as time, date, duration, etc.</td>
</tr>
</tbody>
</table>

### III. ANNOTATED CORPORA AND MEASURES FOR EVALUATION

Gold standards for evaluation of temporally annotated resources are very limited in general domain [6]. Further, in specific domains like medical, clinical and biological [7], such standards are quite less. In the last decade, different sources of annotated temporal expressions have been developed, but all of them have used different annotation standards. The major difference is that they have used different tags to annotate temporal expressions. Some of them are tagged according to TIMEML and some are as per TIMEX3. Due to these differences, it becomes impossible to use both the corpora at the same time for the same annotated temporal expression. The TimeBank 1.2 Corpus contains 183 news articles that have been annotated following the TimeML 1.2.1 specification [8]. WikiWar is corpus of temporally rich documents sourced from English Wikipedia which have been annotated with TIMEX2 tags [9]. It contains around 12000 tokens, and 2600 TIMEX2 expressions. Michele [10] has created a corpus of temporal expressions collecting all TIMEX3 tags in four different corpora: AQUAINT, TimeBank 1.2, Wikiwars and TRIOS Time Bank v0.1.

### IV. QUALITY AND PERFORMANCE MEASURES

**PRECISION** is the ratio of the number of relevant records retrieved to the total number of irrelevant and relevant records retrieved. It is usually expressed as a percentage.

\[
\text{precision} = \frac{\left| \text{relevant expression} \right| \cap \left| \text{retrieved expressions} \right|}{\left| \text{retrieved expressions} \right|}
\]

**RECALL** is the ratio of the number of relevant records retrieved to the total number of relevant records in the database which is expressed as a percentage.

\[
\text{recall} = \frac{\left| \text{relevant expression} \right| \cap \left| \text{retrieved expressions} \right|}{\left| \text{relevant expressions} \right|}
\]
F-measure

F measure is mean of precision and recall. The balanced F-score or traditional F-measure is:

\[ F = \frac{2 \times \text{Precision} \times \text{Recall}}{\text{Precision} + \text{Recall}} \]

As recall and precision are weighted evenly in this measure, it can also be considered as F1 measure.

V. APPROACHES FOR TEMPORAL PROCESSING

There are three basic approaches for temporal information processing.

(I) Rule Based Approach:
Initially rule based system for information extraction was implemented. Such systems are based on domain specific extraction rules written by a domain skilled person. Several rule based systems were developed to extract information namely chronos [11],AutoSlog by Riloff[12]; Fastus [13] by Appelt et, al. and GATE by cunningham et al[14].These methods require a great human effort and a considerable time for data analysis and rule writing. Also rule based methods lack portability to other domains. Chronos is a rule based system designed with the aim to carry out recognition as well as normalization of temporal expressions. It annotate textual data by using TIMEX2 tag which contains attributes for expressing the normalized value. Basic and Composition rules are defined for recognition and normalization phase.

(II) Machine Learning System
These approaches have become the good technique for many solving problems in Natural Language Processing. For the purposes like named entity recognition, parsing, tagging and semantic role labeling, several models were used. Some of them are: (i) Generative models based on Hidden Markov Models[19,20,21] (ii)Conditional Random Field Models based maximum entropy [22,23,24] (iii) Global conditional models which use Conditional Random Fields[25]. Machine learning approaches can used by (i) Dividing into token by token classification followed by B(begin), I(inside),O(outside) encoding (ii) Binary constituent based classification, in which an entire chunk phrase is under consideration to be classified as a temporal expression or not [26]. In KUL[27], recognition of temporal expression is done by using Hidden Markov Model and Latent word language model. Normalization of temporal expression is done by using rule based approach. For value estimation, they have used fixed values for vocabulary and/or executing instructions or methods specified. A set of rules is provided and can be extended with new implementations of resolution strategies. For resolution of complex relational expressions, they have applied fixed strategy i.e. all relative expressions were resolved by using document creation time. Using document creation time as reference date sometimes generates error with wrong output. In a system developed by David [28] they have used support vector machine for classification. Training has been given on TERN corpus.

(III) Hybrid approach:
This third category of approaches leverages the advantages of machine learning and rule based methods[29,30,31]. Several researchers have expanded the capabilities of existing Natural Language Processing using hybrid approach. TRIPS and TRIOS are hybrid system which uses deep semantic parsing, Markov logic network and Conditional Random Field Classifier. They have used tokenwise classification for temporal expressions. Further it is represented by B( begin)- I( inside)- O( outside) encoding by using set of lexical and syntactic features using CRF classifier. The temporal expressions that are suggested by CRF based system, are passed to a filtering step that tries to extract a normalized value and type of temporal expression[31]. Mani[32] has developed an algorithm for temporal annotation specifications which resolves a class of temporal expressions found in news

Figure 1: The architecture of Chronos [11].

SUTime[15] has applied rule based approach for recognition of temporal expression. They have defined three different set of rules. (a) text regular expression rules, which map regular expression over a character or token to temporal representations (b) compositional rules for chunk of tokens (c) Filtering rules for removing ambiguity in temporal expressions. The DANTE[16] temporal tagger has recognized temporal expressions using JAPE grammar. It contains five phases which runs over a document in sequence. Each phase contains rules which match annotations introduced by earlier processing components. To recognize and normalize temporal expression in Serbian text, Jelena[17] used finite state transducer methodology. Local grammars are designed to recognize calendar dates, time of day, periods of time and durations to determine the extensions of detected expressions as well as to normalize their values in ISO format. Hiedeltime, a rule based system developed for extraction and normalization of temporal expressions. It uses linguistic clues for their normalization [18]. As the rule based approaches required substantial human efforts, there was a need to develop learning components so that human efforts could be reduced. This inspired the development of machine learning approaches.
article. This algorithm uses a mix of hand crafted rules and machine learnt rules and obtained reasonable results.

VI. COMPARISON OF VARIOUS TOOLS & TECHNIQUES

Various tools have been developed based on above approaches. We have studied and analyzed these tools and tabulated their various aspects covering standard, methods for recognition and normalization, quality and performance measures such as precision, recall and F-score as shown in Table III:

<table>
<thead>
<tr>
<th>Tool</th>
<th>Standard</th>
<th>Recognition</th>
<th>Normalization</th>
<th>Precision</th>
<th>Recall</th>
<th>F-score</th>
</tr>
</thead>
<tbody>
<tr>
<td>TREC</td>
<td>TimeML</td>
<td>combination of rule based and machine learning</td>
<td>TimeML</td>
<td>0.80</td>
<td>0.74</td>
<td>0.77</td>
</tr>
<tr>
<td>TREC</td>
<td>TimeML</td>
<td>combination of rule based and machine learning</td>
<td>TimeML</td>
<td>0.80</td>
<td>0.74</td>
<td>0.77</td>
</tr>
<tr>
<td>TREC</td>
<td>TimeML</td>
<td>combination of rule based and machine learning</td>
<td>TimeML</td>
<td>0.80</td>
<td>0.74</td>
<td>0.77</td>
</tr>
<tr>
<td>TREC</td>
<td>TimeML</td>
<td>combination of rule based and machine learning</td>
<td>TimeML</td>
<td>0.80</td>
<td>0.74</td>
<td>0.77</td>
</tr>
<tr>
<td>TREC</td>
<td>TimeML</td>
<td>combination of rule based and machine learning</td>
<td>TimeML</td>
<td>0.80</td>
<td>0.74</td>
<td>0.77</td>
</tr>
<tr>
<td>TREC</td>
<td>TimeML</td>
<td>combination of rule based and machine learning</td>
<td>TimeML</td>
<td>0.80</td>
<td>0.74</td>
<td>0.77</td>
</tr>
<tr>
<td>TREC</td>
<td>TimeML</td>
<td>combination of rule based and machine learning</td>
<td>TimeML</td>
<td>0.80</td>
<td>0.74</td>
<td>0.77</td>
</tr>
</tbody>
</table>

It can be seen from the above table that some systems have used machine learning approach. This system have low precision and F-Score. Rule based technique has given good result as compared to machine learning approach. Rule based technique is good enough to extract regular temporal expression, but it needs great human efforts in data analysis and rule writing. However by using a rule based technique, it is difficult to recognize ambiguous expressions because it is dependent on domain expertise. Therefore we advocate to extract basic temporal expression by using rule based technique and then after find ambiguous expression using machine learning methods. This would increase overall performance of the system. The proposed architecture is shown in Figure II.

VI. CONCLUSION

It can be concluded that quality and performance of Temporal information extraction can be improved by using both the techniques in proper combination and order. Further, it is also observed that most of the existing systems are designed and implemented for particular domains. (for example Newswire). Hence, there is need of efforts to be done for developing generalized model for all type of documents rather than relying on specific domain.
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