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ABSTRACT 
Numerous studies have shown that 
datacenter networks typically see loads 
between 5% to 25% but the energy draw of 
these networks is equal to operating them 
at maximum load. In this paper, we 
propose a novel way to make these 
networks more energy proportional i.e. the 
energy draw scales with the network load. 
We propose the idea of traffic aggregation 
in which low traffic from N links is 
combined together to create K < N streams 
of high traffic. These streams are fed into 
K switch interfaces which run at maximum 
rate while the remaining interfaces are 
switched to the lowest possible one. We 
show that this merging can be 
accomplished with minimal latency and 
energy costs while simultaneously 
allowing us a deterministic way of 
switching link rates between maximum 
and minimum. Hence, for as much as the 
packet losses are statistically insignificant, 
the results show that energy-proportional 
datacenter networks are indeed possible. 
 
KEY WORDS: Traffic Merging and 

Torus Topology. 

1. INTRODUCTION 
The electricity consumption of datacenters 
is a significant contributor to the total cost 
of operation over the lifetime of these 
canters and as a result, there have been 
several studies that aim to reduce this cost. 
Since the cooling costs scale as 1.3x the 
total energy consumption of the datacenter 
hardware, reducing the energy 
consumption of the hardware will 

simultaneously lead to a linear reduction in 
cooling costs as well [1].  
 
In this paper, we present an innovative 
approach to adapt energy consumption to 
load for datacenter networks. The key idea 
is to merge traffic from multiple links prior 
feeding it to the switch. This simple 
strategy allows more switch interfaces to 
remain in a low power mode while having 
a minimal impact on latency [1, 2, 3]. 
Other general approaches attempt to 
reduce network-wide energy consumption 
by dynamically adapting the rate and speed 
of links, routers and switches as well as by 
selecting routes in a way that reduces total 
cost [4, 5,6]. 
 
We have explored the idea of traffic 
merging in depth in the context of 
enterprise networks in [7, 8, 9]. Indeed, the 
big advantage of the merge network is that, 
unlike the most other approaches, it works 
in the analog domain, so it does not 
introduce delays for store-and-forward 
Layer 2 (L2) frames, rather it redirects 
such frames at Layer 1 (L1) between 
external and internal links of the merge 
network itself. In addition, the merge 
network allows reducing frequent link 
speed transitions due to the use of the low 
power mode. In our approach, such 
transitions happen only infrequently thus 
allowing us to minimize the delay due to 
the negotiation of the new link rate and the 
additional energy required for the rate 
transition. Concept of merge network has 
been applied on mesh topology already. 
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2. MERGE NETWORK 
 
          Interfaces Traffic from N input lines is 

merged and fed to K switch 
interfaces 

  
                             

 

 

 

 

 

 

 

 

Figure 1: Switch without and with merge 
network. 

 

The key idea we study is that of merging 
traffic arriving at a switch from multiple 
links and feeding that to few interfaces. 
The motivation for doing so is the 
observation made by various authors that 
per-link loading in datacenter networks 
tends to be well below 25% all the time 
and is frequently below 10% as well. Thus, 
by merging traffic we are allowing several 
of the switch interfaces to operate in low 
power modes. Indeed, as we discuss in [8] 
it is also possible to replace high port 
density switches with lower port density 
switches without affecting network 
performance in any way. Figure1 
illustrates the traffic to/from N links are 
merged and fed to K interfaces. Setting the 
parameter K according to the incoming 
traffic load allows us to reduce the number 
of active interfaces to K and enables N - K 
interfaces to be in low power modes. As an 
example, if the average traffic load on 8 
links coming in to a switch is 10%, we 
could merge all the traffic onto one link 
and feed it to one switch port running at 
maximum rate, thus allowing the 

remaining ports to enter low power mode 
[8, 9].  
In order to understand how traffic merging 
can help in datacenter networks, we need 
to examine the details of the merge 
network itself [10,11]. A generic N*K 
merge (with K  N) is defined with the 
property that if at most K packets arrive on 
the N uplinks (i.e. from N links into the 
switch) then the K packets are sent on to K 
sequential ports (using some arbitrary 
numbering system). For example, consider 
a 4x4 merge network as in Figure 2 
denotes the incoming links and 1 - 4 
denote the switch ports. The traffic coming 
in from these links is merged such that 
traffic is first sent to interface 1 but, if that 
is busy, it is sent to interface 2, and so on. 
In other words, we load interfaces 
sequentially. This packing of packets 
ensures that many of the higher numbered 
interfaces will see no traffic at all, thus 
allowing them to go to the lowest rate all 
the time [8, 10, 11]. 
The key hardware component needed to 
implement this type of network is called 
selector, whose logical operation is 
described in Figure 2. There are 2 
incoming links and 2 outgoing links. If a 
packet arrives only at one of the two 
incoming links, then it is always forwarded 
to the top out going link. 
 

 
 
   One link has packet 
 
 
Both links have packets. The earlier one is sent along the upper 
(default) output of the selector. 

 
 
 

Packet dropped 

 

 
Figure 2: A 4x4 uplink merge network. 
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However, if packets arrive along both 
incoming links, then the earlier arriving 
packet is sent out along the top outgoing 
link and the latter packet along the other 
one. The hardware implementation, 
described in [7], is done entirely in the 
analog domain. Thus, a packet is not 
received and transmitted in the digital 
sense, rather it is switched along different 
selectors in the network much as a train is 
switched on the railroad. This ensures that 
the latency seen by a packet through the 
merge is minimal and the energy 
consumption is very small as well. We 
have also shown previously [9] that the 
minimum depth of an NxK merge network 
is log2 N + K - 1 with the number of 
selectors needed equal to 
  

                 k N-i   

                     i=1 
         
On the downlink (i.e. from the switch to 
the N links) the merge network has to be 
able to forward packets from any of the 
switch ports (connected to the K outputs of 
an N x K merge network) to any of the N 
downlinks and be able to forward up to N 
packets simultaneously. This network uses 
a simple implementation consisting of 
multiplexers since we have to send packets 
from any of the K interfaces to any one of 
N links. However, in order for this part to 
work correctly, we need to embed the 
control logic inside the switch because the 
packet header has to be parsed to 
determine which of the N links they must 
be send out on [7]. In addition to this 
hardware, the merge network requires a 
software layer within the switch to ensure 
that the wide variety of LAN protocols 
continue working correctly (protocols such 
as VLANs IEEE 802.1P and 802.1H, 
access control IEEE 802.1X and many 
others). The needed software is essentially 
a port virtualization layer that maps K 
physical ports to N virtual ports in the 
switch. Thus, the protocol functionality is 
unaffected. 

3.  DATACENTER NETWORK 
TOPOLOGY 

 
We study the application of our merge 
network to torus datacenter network 
topology. This concept has been applied 
on mesh topology already. A torus 
interconnect is a network topology for 
connecting processing nodes in a parallel 
computer system. It can be visualized as a 
mesh interconnect with nodes arranged in 
a rectilinear array of N = 3, 3, or more 
dimensions, with processors connected to 
their nearest neighbours, and 
corresponding processors on opposite 
edges of the array connected.  
Topologically, Torus is arrangement of 
computer nodes in circle. In this topology 
all node are connected to adjacent nodes 
and nodes at the end are connected directly 
or in wrap around connections. Torus 
topology is like a mesh topology, the only 
difference between torus and mesh 
topology is that the switches on the edges 
are connected to the switches on the 
opposite edges through wrap-around 
channels. Every switch has five active 
ports: one is connected to the local 
resource while the others are connected to 
the closest neighbouring switches. A Torus 
topology is a multi-dimensional direct 
networks. Although the torus architecture 
reduces the network diameter, the long 
wrap-around connections may result in 
excessive delay. However this problem can 
be avoided by folding the torus [12]. 
 

 
Fig 3 : 3x3 Torus Topology 
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The main problem with the mesh topology 
is its long diameter that has negative effect 
on communication latency. Torus topology 
was proposed to reduce the latency of 
mesh and keep its simplicity also. 
 
 
Paramete
r 

Sym
bol 

Torus 
Topology 

Mesh 
Topology 

Number 
of 
switches 
connecte
d to other 
switches 

 
m 

4 at each 
junction 
in 2-d 
torus or 6 
at each 
junction 
in 3-d 
torus. 

 
2d 
 

Diameter hmax k  
 
Table 1: Summary of key parameters. s = n/c - 
number of switches, d = dimension, n = number 
of hosts, c = number of hosts/switch, k=no of 
nodes. 

 

4. Results 
The results of traffic merging on Torus 

Topology are obtained with help of node 

analysis. Node analysis is accomplished by 

obtaining throughput, end to end delay and 

packet fraction. Simulation of topology is 

completed on NS2 networking tool. 

Throughput is amount of data transferred 

from source to destination or processed in 

a specified amount of time. Data Transfer 

rates for disk drives and networks are 

measured in terms of throughput. 

Typically, throughputs are measured in 

Kbps, Mbps and Gbps. Greater value of 

throughput means the better performance 

of the protocol. In Fig 4 throughput of 

Torus is greater than Mesh topology. 

Throughput of Torus and Mesh is 

8832.1kbps and 5838.0 kbps respectively. 

 

 
Fig 4: Throughput 

 

End to End Delay is average time taken for 

a packet to be transmitted across a network 

from source to destination. It also includes 

the delay caused by route discovery 

process and the queue in data packet 

transmission. Only the data packets that 

successfully delivered to destinations that 

counted. The lower value of end to end 

delay means the better performance of the 

protocol. In Fig 5 end to end delay of 

Mesh is greater than Torus topology. End 

to End Delay of Torus and Mesh is 0.022 

and 0.033 respectively.   

Fig 5: End to End Delay 

Packet Fraction is ratio of the number of 

delivered data packet to the destination. This 

illustrates the level of delivered data to the 

destination. The greater value of packet 

delivery ratio means the better performance of 

the protocol. In Fig 6 Packet Fraction of Torus 

and Mesh is 2.0 and 1.25 respectively. 
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Fig 6: Packet Fraction 

5. Conclusion and Future Work 

At last, it has been concluded that Concept 
of Merging Traffic has been successfully 
applied on Torus topology. Results are 
better than Mesh topology. Merging 
Traffic technique is efficient than other 
existing techniques for energy 
conservation. So, we can say that energy is 
conserved on Torus Topology by Applying 
Traffic Merging. 

Despite the positive results concerning 
energy saving, the proposed merge 
network solution is not proven to be 
optimal but we are studying that problem 
as part of future work. In addition, it 
would be interesting to test the merge 
network in other datacenter than the 
FBFLY and with real traffic traces. 
Merging Traffic concept can be applied on 
wireless Torus topology and other higher 
topologies. 
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