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Abstract—In cities, where the number of vehicles continuously 

increase faster than the available infrastructure to contain them, 

traffic congestion is a difficult issue to deal with. This problem 

becomes even worse in case of accidents and affects many aspects 

of the modern society, including economic development, accidents, 

CO (Carbon monoxide) emission, trip time, and health. Several 

solutions for Traffic Management System (TMS) have been 

proposed to identify congestions and re-route the vehicles 

afterward. To this end, they exchange messages periodically 

between vehicles and central server, what can cause an overhead in 

the communication channel. In this scenario, it is important to 

identify the source of the problem and inform the drivers of new 

routes before the congestion takes place with, considering the 

limitations of vehicular communication. This work introduces 

ICARUS, a distributed and pro-active Traffic Management 

System, which receives notifications about a traffic events then it 

can calculates new routes, and, then, notifies drivers to follow new 

paths pro-actively by using inter-vehicle communications. 

Simulation results show the effectiveness of ICARUS in calculating 

new routes and disseminating them to vehicles approaching a 

congested area. Hence, ICARUS reduces the travel time, fuel 

consumption, and CO emissions of vehicles in urban environments 

when compared to existing approaches. In addition, ICARUS 

reduces the broadcast storm problem and maximizes the data 

dissemination capabilities with short delays and low overhead 
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I. INTRODUCTION 
 

The world population is concentrated in large cities and it 
has mobility as one of its most basic needs. The preferred way 
to ac- complish mobility in modern societies is through the use 
of au- tomotive vehicles [1]. As a consequence, modern cities 
have been suffering with the steep increase in the number of 
vehicles. Since the road infrastructure does not grow at the 
same pace as the number of vehicles, traffic congestion has 
become a pressing issue in the largest cities around the world. 
It creates a number of neg- ative issues for the society, such as, 
the increase in the number of car accidents, negative effects on 
economic development and neg- ative impact on the 
environment [2,3]. According to a U.S. Department of 
Transportation report, there are three main sources for 
congestion [4]. The first one is related   to traffic-influencing 
events, such as incidents, working zones, and bad weather. The 
second one is related to traffic demand, which means 
fluctuations in normal traffic and special events. The last source 
is related to the road infrastructure features, which repre- sent 

the traffic control devices and physical bottlenecks. Moreover, 
the report also shows that bottlenecks are responsible for 40% 
of the overall congestion, followed by incidents, such as car 
accidents with 25%, bad weather with 15%, work zones with 
10%, and poor traffic signal timing and special events with 5% 
each one. Since controlling the weather is not a reality and 
building new road in- frastructure is a slow process, modern 
societies need to  rely  on new technologies to avoid congestion 
and its related problems.One such technology is the Traffic 
Management System (TMS), In order to overcome the 
aforementioned limiting factors of re- lated TMSs solutions, we 
propose ICARUS (Improvement of traf- fic Condition through 
an Alerting and Re-roUting System), which relies on VANETs 
to offer a lightweight and distributed solution for controlling 
and reducing traffic congestion in urban environ- ment, i.e. the 
vehicle sends its position and retransmits the in- formation only 
when it receives an alert. After receiving a traf-    fic event 
from an alert generation system, ICARUS operates under two 
main phases: i) Information Dissemination and ii) Re-routing. 

In the Information Dissemination phase, the vehicle 
disseminates the 

alert message to all vehicles in the affected geographical 
area. Due to frequent changes in the network topology and 
density caused   by the high mobility of vehicles and the short-
range communica- tion of VANETs, this phase presents many 
challenges. For instance, the broadcast storm problem, which 
takes place whenever multi- ple vehicles attempt to transmit 
simultaneously [16], causing high data traffic, network 
congestion, packet collisions, service disrup- tion and extra 
delay at the medium access control (MAC) layer. Another 
challenge is related to the resynchronization effect caused by 
the multichannel operation of the IEEE 802.11p standard 
[6,17]. Indeed, all data dissemination protocols for VANETs 
that assign dif- ferent waiting delays to rebroadcast 
(desynchronization) in an at- tempt to avoid the broadcast 
storm problem are vulnerable to this resynchronization effect 
[18,19]. In summary, these challenges limit the use of existing 
data dissemination protocols in VANETs [20]. This work is 
organized as follows. Section 2 discusses the liter- ature related 
to congestion minimization in urban environments. Section 3 
describes ICARUS. Section 4 presents the performance 
evaluation results. Finally, Section 5 concludes the study and 
dis- cusses some future work. 

 

II. RELATED WORK 

We discuss the related work according to the phases of 
ICARUS. Therefore, we first describe approaches related to 
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data dissemina- tion, and then we present solutions for 
congestion detection and re-routing in VANETs. We discuss 
the relevant algorithms for data dissemination in the Section 
2.1 and the strategies to identify con- gested areas and re-
routing in Section 2.2. 

        Data dissemination 

Flooding is the simplest way to perform data dissemination, 
however it leads to the well-known broadcast  storm  problem 
when the network is dense. Many data dissemination  solutions 
have been proposed in the  literature  to  overcome  such  prob- 
lem. These solutions mainly focus on packet forwarding 
strategies that employ different parameters, such as position, 
distance, local topology and expected delay. Some of these 
solutions are described hereafter. 

Adaptive Information Dissemination (AID) [21] is a 
distributed statistically-based broadcast suppression protocol 
for VANETs. In AID, each vehicle counts the number of 
redundant messages re- ceived from its neighbors. Based on the 
inter-arrival time between message receptions, a vehicle 
decides whether to rebroadcast a message or not. For instance, 
in a high-density traffic scenario, af- ter receiving some 
redundant retransmissions for a given message, a vehicle may 
decide not to rebroadcast it, assuming it was al- ready 
transmitted by many other vehicles. The protocol does not use 
any neighbor information or any kind of infrastructure. How- 
ever, it works only on networks with no partitions. 

Distance Based Relay Selection (DBRS) [22] is a simple 
and effi- cient strategy used to disseminate information in a 
network. Upon receiving a data packet, the vehicle holds it for 
a time interval inversely proportional to the distance to the 
destination vehicle. Thus, it is preferable to use vehicles 
situated further from the transmitting vehicle to disseminate 
information. When a vehicle scheduled to retransmit a packet 
overhears the retransmission of this same packet from another 
vehicle, it cancels its own retrans- mission to avoid the 
broadcast storm problem. This approach is efficient in handling 
the broadcast storm problem, however it is prone to two other 
problems. The first one refers to the high de-  lay,  since there is 
no guarantee of the existence of vehicles close  to the 
communication radius (the ones that will transmit with the 
lowest delay). The second problem refers to the coverage that 
can be low, since vehicles will cancel their retransmission 
indiscrimi- nately upon hearing the retransmission of the same 
packet. 

Data Dissemination Protocol in Vehicular Networks 
(DRIVE) 

[23] performs data dissemination on both dense and sparse 
net- works. In a dense network, DRIVE selects only the highest 
prior- ity vehicle within the transmission range of the sender 
vehicle to continue the dissemination process. The highest 
priority vehicles are located in a region known as the sweet 
spot, the same em- ployed in the GEDDAI protocol [24]. In a 
sparse network, when- ever a network partition is detected by a 
source vehicle, DRIVE employs the recovery zone concept. 
Vehicles outside the area of interest are used to disseminate 
data about the event within the  area of interest. Those vehicles 
outside the area of interest (AoI) form a recovery zone. The 
main purpose of using a recovery zone is to perform data 
dissemination for vehicles separated by network partitions that 
are within the AoI. 

 Congestion detection and re-routing 

The related proposals available in the literature focus on 
identi- fying congested areas reactively. This typically happens 
by collect- ing data from vehicles and roads, processing them 
to determine the slowest/fastest roads and which ones are 

congested. With this information, vehicles are rerouted 
considering the best route for each one of them. Pan et al. [7] 
propose a centralized system to acquire in real time the vehicle 
geographic position, speed and di- rection to detect traffic jam. 
Once detected, vehicles approaching the traffic jam are re-
routed based on three different algorithms. First, Dynamic 
Shortest Path (DSP) proposes a route to the shortest path with 
the lowest travel time, but this algorithm has a short- coming, 
which is the possibility to move the congestion to another spot. 
Second, Random k Shortest Paths (RkSP) chooses randomly a 
route among k shortest path routes. The goal of this algorithm 
is to avoid switching congestion from one spot to another one 
by balancing the re-routed traffic among several paths. Third, 
Entropy Balanced k Shortest Paths (EBkSP) improves RkSP 
considering the impact that each one of the k routes has on the 
future of the traffic density. The results show a decrease in the 
average travel time of 36% to DSP, 41% to RkSP and 45% to 
EBkSP to the tested scenarios. These schemes do not 
implement a real-time mechanism to infer when a congestion 
occurs, only detecting it in the next re-routing interval. 
Furthermore, these schemes perform the data collection in a 
centralized way. 

Brennad et al. [11] propose a TMS that collects traffic 
informa- tion in real-time and attempts to detect and manage 
traffic con- gestion. In such solution, a set of RSUs is 
distributed through the map in order to provide full coverage of 
a city. Under this scheme, each RSU is responsible for 
managing the subset of vehicles and detecting congestion only 
within its coverage area. Moreover, such proposal includes a 
congestion control mechanism, which periodi- cally performs 
the re-routing of all vehicles according to the traf- fic 
information collected in a previous step. Similarly to [7], this 
scheme does not detect congestion as soon as its occurs, since it 
only detects traffic jams during the next re-routing phase. 

 

III. ICARUS 

In this section, we describe ICARUS – a TMS that uses 
data about traffic events to alert vehicles inside an Area of 
Interest (defined by the application) using our proposed 
vehicle-to-vehicle data dissemination protocol. The main goal 
of ICARUS is to redis- tribute more effectively the road traffic 
to minimize vehicle con- gestion in urban centers. In addition, 
unlike most solutions found   in the literature, ICARUS does 
not require that all vehicles period- ically send a message to a 
central server, which might bring forth very serious impacts on 
the communication network capacity. To this end, only the set 
of vehicles inside the Area of Interest (AoI) that will pass 
through a congested area send messages to a central server. 

Definition 3.1 (Problem definition). Considering a VANET 
environ- ment  where  the  road  network  is  a  directed  and  
weighted graphG = (V, E), where the set V = {v1, v2, . . . , vi} 
corresponds to  the set of  intersections (vertices),  while  the 
set  E = {e1 , e2 , . . . , ei } cor-responds   to   the   set   of   road   
segments   (edges).   Moreover, W ={w1 , w2 , . . . , wi } is a set 
of weights representing the  traffic  condi- tion ∀ e|e ∈ E. Let N 
= {n1 , n2 , . . . , ni } be a set of vehicles (nodes), R = {r1 , r2 , 
. . . , ri } a set of routes ∀ n|n ∈ N, where ∀ r ⊂ E2|r ∈ R. Let 
TE =  t1 , t2 , . . . , ti     be a set of traffic events. When a 
vehicle nj  re-ceives a traffic event tj , it creates an alert 
message MSG which is composed by the set of roads that may 
potentially be affected by the traffic event, thus characterizing a 
congested area CA. In other words, the affected area is 
composed by the set of adjacent roads  of the traffic event 
location. Moreover, MSG is used to warn the vehicles inside 
the AoI, while CA is the set of affected roads that regards a 
specific traffic event tj  identifying a congested area, CA 

⊂ E2. On the other hand, when a vehicle nj  inside the AoI 
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receives a message MSG, it verifies if rj  ∩ CA (i.e., the 
vehicle verifies if its route will pass through a congested area). 
Finally, if necessary, an alternative route is computed for the 
vehicle nj to avoid the con- gested area CA. 

The ICARUS structure and how each module interacts is pre- 
sented in Fig. 1. ICARUS receives information about traffic 
events from other systems, such as congestion detection, 
accident notifi- cation and congestion prediction (e.g., OBD 2 
system1) Thereafter ICARUS can extract information from 
traffic events to characterize a congested area, create and 
disseminate a message to alert all vehicles within an AoI using 
a V2V data dissemination protocol. Furthermore, the data 
dissemination needs to address the broad- cast storm problem 
by minimizing the packet collisions during the transmissions, 
which will also lead to a low overhead, short delays and high 
coverage. Finally, upon receiving an alert, a vehicle can make a 
real-time decision by verifying if it will pass through a con- 
gested area and, if necessary, the vehicle can change its route 
us- ing a re-routing algorithm to avoid the congested area. It is 
worth noticing that ICARUS can be proactive or reactive, 
depending on the Traffic Event (see Fig. 1). For instance, if the 
congestion predic- tion triggers an event with the imminence of 
congestion, ICARUS acts pro-actively. On the other hand, for 
an unpredictable event, such as an accident, ICARUS acts 
reactively. 

To address the broadcast storm problem and maximize the cov- 
erage, ICARUS uses the concept of a sweet spot. 

Definition 3.2 (Sweet Spot). A sweet spot is defined as an 
area   in which its vehicles are best suited to continue 
performing data dissemination. In other words, among all 
vehicles that  received data to be forwarded, the transmission of 
a single vehicle within the sweet spot is sufficient to perform 
the data dissemination effi- ciently. Vehicles located within the 
sweet spots are more likely to spread the information further 
and reach a larger number of neigh- bors that could not be 
reached by the previous transmitter [23]. It   is worth noticing 
that, as shown in [23], the use of a sweet spot is also able to 
handle the network partition problem, however, such problem 
is out of the scope of this paper. 

 

To minimize the number of collisions by avoiding the synchro- 
nization introduced by the IEEE 802.11p standard [6,25], 
ICARUS implements a desynchronization mechanism that 
verifies if the computed waiting time to retransmit will lead to a 
transmission when the control channel is active. If this is the 
case, ICARUS adds an extra delay to allow the vehicle to 
transmit in the service chan- nel. The extra delay is at most 50 
ms (the time the IEEE 802.11p standard uses to swap from the 
control channel (CCH) to the ser- vice channel (SCH)). In this 
scenario, if a transmission is scheduled when the control 
channel is active the extra delay is added to al- low the 
transmission to occur during the SCH. 

Furthermore, it is important to stress that ICARUS employs an 
AoI to each traffic event in order to warn only the vehicles 
close to the traffic event. In this way, ICARUS prioritizes the 
vehicles that have higher probability to pass through a traffic 
jam i.e. the vehi- cles that should be re-routed. However, the 
traffic event may affect vehicles farther than the AoI, but is not 
necessary to alert them at this moment, once that the traffic jam 
may disappears before the vehicle arrives at the congested road. 
Otherwise, if the traffic jam still exists, the vehicles will be 
alerted as soon they enter in the AoI. At last, AoI reduces 
unnecessary transmissions outside the AoI contributing to 
reduce the broadcast storm problem. 

Fig. 2 describes the steps taken by ICARUS. It starts when a 
ve- hicle nj receives an alert message MSG. Vehicle nj verifies 

if it is inside of the AoI (label “A” in Fig. 2). If it is not the 
case, vehicle nj  verifies if the received MSG is already 
scheduled to be rebroad-  cast (label “C” in Fig. 2) to decide if 
it cancels the scheduled MSG and/or  discards  the  received  
message  MSG.  Otherwise,  vehicle  nj verifies if it will pass 
through the CA (label “F” in Fig. 2). If it is the case, an 
alternative route is computed for vehicle nj to avoid the 
congested area CA. The algorithms (Dijkstra, A∗ and 
Probabilistic k-Shortest Path) to calculate an alternative route 
are explained later. Moreover, vehicle nj checks whether it is 
the first time it received the message MSG (label “B” in Fig. 2). 
If so, vehicle nj computes the waiting time to rebroadcast and 
continues the dissemination pro-cess based on the sweet spot 
and its position (label “D” in Fig. 2). Moreover, after 
calculating the waiting time, vehicle nj verifies if the CCH will 
be active in the computed waiting time (label “E” in Fig. 2). If 
it is not the case, the vehicle schedules the retransmis- sion for 
the computed waiting time. Otherwise, the vehicle adds an 
extra delay to the computed waiting time to avoid transmit- ting 
the message when the control channel is active, i.e., it avoids 
transmitting the message when the SCH is active. Finally, the 
ve- hicle schedules the retransmission for the computed time 
(waiting time plus an extra delay).  

To compute an alternative route and re-route the vehicles to 
avoid a congested area, the re-routing mechanism of ICARUS 
im-plements three different routing algorithms (Dijkstra, A∗ 
and Prob- abilistic k-Shortest Path) to avoid the congested 
areas. These are shortest path algorithms, however each 
algorithm uses different metrics to select a route. 

 

 

Fig. 2. Procedures of ICARUS.  

1- Dijkstra: finds the path with the lowest length cost 
from the current vehicle position to its destination. 
Dijkstra is one of the optimal algorithms based on the 
labeling method. However, the algorithm only uses the 
length of each road as re-routing met- ric, thus as the 
traffic becomes denser, Dijkstra algorithm may causes 
a new traffic jam in a different area (i.e. it can creates a 
new congested area), because in dense scenarios many 
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vehicles will be routed to the same route.  

2-  A ∗: is a variant of Dijkstra’s algorithm and the its 
time com- plexity depends on the heuristic. Like [27] , 
in our implementa- tion, A ∗uses the traffic condition 
in each road to calculate the shortest path. Hence, A 
∗restricts the search space and reduces the 
computational time. In a road traffic application, the 
search space is restricted to the area where traffic 
congestion occurs [28] . A ∗uses the traffic condition 
between the current location and the destination as a 
heuristic function. This heuristic func- tion reduces the 
probability of occurring a new congestion in a different 
area.  

 

IV. PERFORMANCE ANALYSIS 

The assessment of ICARUS is divided into two parts: data 
dis- semination, and congestion avoidance and re-routing. First, 
the data dissemination evaluation compares the data 
dissemination mechanism of ICARUS with four solutions 
presented in the liter- ature: Flooding, AID [21] , DBRS [22] 
and DRIVE [23] . Second, the congestion avoidance and re-
routing evaluations are further di- vided into four distinct 
evaluations: (i) we evaluate the literature solutions DSP and 
RkSP in our simulation scenario, in order to identify the best 
parameter values for these protocols for a later comparison 
with ICARUS; (ii)we compare ICARUS performance un- der 
three different shortest path algorithms: Dijkstra, A ∗and prob- 
abilistic k shortest path; (iii) we compare ICARUS with 
literature solutions in a congested scenario caused by a high 
traffic demand, and; (iv) we compare ICARUS with literature 
solutions in a con- gested scenario caused by accidents.  

a.  Simulation tools  

To conduct the performance analysis, we have implemented 
ICARUS in the Network Simulator OMNeT++ 4.3 [30] . 
Moreover, we employ SUMO ( Simulator for Urban MObility ) 
[31] , version 0.17.0, to manage the mobility of vehicles. For 
the vehicular network, we use the framework Veins 2.1 [32] , 
which implements the IEEE 802.11p standard and the signal 
attenuation model caused by obstacles. Fi- nally, the EMIT 
model [33] , which is implemented in SUMO, cal- culates the 
CO emissions and fuel consumption of vehicles. EMIT is a 
statistical model simplified from the HBEFA formula [34] to 
compute instant CO emissions and fuel consumption based on 
ac- celeration and vehicle speed.  

b.  Data dissemination evaluation method  

A realistic scenario is applied to the simulations, obtained from 
a real map using the OpenStreetMap tool [35] . The scenario is 
a 4 km 2 fragment of Manhattan, USA, with several blocks and 
two- way streets so the vehicles can move in opposite 
directions. The vehicle density varies from 300 to 700 
vehicles/km 2 using three classes of vehicles: cars, buses and 
trucks, with proportion of 50% to cars, 25% to buses and 25% 
to trucks. Furthermore, to gener- ate the vehicles’ routes, we 
use a random mobility model, so that for each replication and 
density, different routes are generated for each vehicle. Table 1 
summarizes the simulation parameters and the associ- ated 
values used in our assessment. For instance, the transmission 
power is set to 2.2 mW. With this configuration, the communi- 
cation range can reach 300 m using the two-ray ground propa- 
gation model [36] . Moreover, we set the parameter T of the re- 
routing algorithm equal to 1. As shown in [11] , when T 
assumes a big value, the vehicles tend to choose the same path 
during the re-routing phase, since different cars have similar 
probabilities of choosing the same alternative route. On the 
other hand, when T assumes small value, the cars tend to 

choose the path with the lower weights, thus leading to a better 
load-balancing of the road network. In fact, according to the 
simulation assessment presented . 

Table 1:     Simulation parameters 

 

value parameters 

2 .2 mW Transmission power 

300 m Wireless range 

18 Mbit/s Bit rate 

4 km 2 Scenario 

1 km AoI 

33 Number of simulations 

95% Confidence interval 

 

in [11] , when T = 1 leads to the best results. Finally, for every 
anal- ysis, the results represent the mean of 33 replications with 
a con- fidence interval of 95%. After the simulation stabilizes, 
a vehicle in the center of the map of our simulation scenario 
generates 100 messages of 2048 bytes and starts the data 
dissemination process at a rate of 500 kbit/s to all vehicles 
within the AoI, which has 1 km of radius. For this evaluation, 
the messages correspond to an emer- gency warning to all 
drivers being disseminated using a multi-hop communication. 
We assess four metrics to evaluate the efficiency, scalability 
and reliability: (i) Coverage is the percentage of vehicles that 
receive 100% of the data messages being disseminated. It is 
expected that dissemination protocols achieve a delivery ratio 
of 100%; (ii) Trans- mitted messages is the total number of 
data messages transmitted by all vehicles in the network during 
the dissemination process. A high number of message 
transmissions is a strong indication that redundant messages are 
being disseminated, which may result in the broadcast storm 
problem; (iii) Delay is the average time it takes to disseminate 
the data messages from the source to all vehicles within the 
AoI. A low delay is of particular interest to time-strict 
applications, such as warning message dissemination; and, (iv) 
Col- lisions is the average number of packet collisions at the 
MAC layer per vehicle to disseminate all data messages. A 
high number of collisions indicates that a given protocol is not 
able to avoid the broadcast storm problem.  

 

V.  Data dissemination results 

In this section, we discuss the ICARUS data dissemination 
mechanism. ICARUS was compared with AID [21] , DBRS 
[22] , DRIVE [23] and Flooding. We evaluated all protocols 
under normal and high traffic conditions. The densities used for 
the simulation were 300, 400, 500, 600 and 700 vehicles/km 2 . 
Fig. 3 presents all data dissemination results for the simulated 
scenario. Fig. 3 (a) shows the coverage result for all protocols 
un- der different traffic densities. For lower densities, Flooding 
is the only protocol that has a coverage up to 97% in the AoI. 
This comes from the fact that Flooding essentially rebroadcasts 
the packet to all vehicles and, in low density, the messages 
collisions are still a few (see Fig. 3 (d)), thus increasing the 
chance of reaching the best coverage. For the remaining 
protocols under low densities, only ICARUS has a coverage up 
to 95%, while the other protocols present a performance from 
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85% to 93%. However, as the traffic density increases, the data 
traffic in the network increases as well (see Fig. 3 (b)). Such 
increase in the network traffic leads to more packet collisions, 
thus leading to a worse coverage for all protocols. On the other 
hand, ICARUS’s efficient broadcast suppression mech- anism 
minimizes the packet collisions, which keeps the protocol’s 
coverage up to 95%. Fig. 3 (b) presents the total number of data 
packets transmitted. As expected, Flooding is the protocol with 
the highest overhead. Indeed, in Flooding, all vehicles 
rebroadcast the message once, thus resulting in redundant 
retransmissions. ICARUS, by using the pro- posed broadcast 
suppression mechanism, disseminates about 68%  less packets 
when compared to Flooding. Moreover, ICARUS dis- 
seminates less packets than the other solutions. Therefore, this 
re- sult shows that ICARUS does not waste bandwidth with 
unneces- sary rebroadcasts. Fig. 3 (c) shows the average delay 
to disseminate data packets to intended recipients. As can be 
observed, for lower traffic densities, Flooding has a lower 
delay, followed by ICARUS. However, as the density 
increases, ICARUS takes less time to deliver the data packet to 
all recipients, due to the mechanism to minimize the number of 
packet collisions by avoiding retransmissions of collided 
packets. This shows that ICARUS is the best solution, among 
those evalu- ated, for applications with strict time requirements, 
such as alert message dissemination. Finally, Fig. 3 (d) shows 
the average number of collisions at the MAC layer to 
disseminate a packet. Flooding has the highest num- ber of 
packet collisions, which increases as the traffic density in- 
creases. This shows that Flooding cannot avoid the broadcast 
storm problem, especially at higher traffic densities. ICARUS 
has the low- est packet collisions for all densities, because it 
implements the desynchronization mechanism to minimize it. 
Compared to Flood- ing, ICARUS can reduce the number of 
average packet collisions by about 80%. Compared to AID, 
DBRS and DRIVE, ICARUS reduces packet collisions 
approximately 45%, 30% and 30% respectively.  
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VI.   CONCLUSIONS 

In this work, we proposed a novel Traffic Management 
System, ICARUS, to minimize the congestion of vehicles in 
urban centers using a vehicular network. The proposed solution 
aims to reduce the travel time, congestion time, fuel 
consumption, CO emissions and maximize the average speed 
of the vehicles during its trip. Simulation results show that the 
proposed solution reduces signif- icantly the travel time, fuel 
consumption and CO emissions. Since, for the travel time, a 
reduction of approximately 68% was pre- sented, fuel 
consumption showed savings of 48%, and, finally, CO 
emissions were reduced by 48%. . 
 

VII.REFERENCES 
[1] S. Djahel , R. Doolan , G.-M. Muntean , J. Murphy , A 

communications-oriented perspective on traffic management systems 

for smart cities: challenges and in- novative approaches, IEEE 

Commun. Surv. Tut. 17 (1) (2015) 125–151 .  
[2] R. Bauza, J. Gozalvez, J. Sanchez-Soriano, Road traffic congestion 

detection through cooperative vehicle-to-vehicle communications, in: 
Local Computer Networks (LCN), 2010 IEEE 35th Conference on, 

2010, pp. 606–612, doi: 10. 1109/LCN.2010.5735780 . 

[3] G. Karagiannis, O. Altintas, E. Ekici, G. Heijenk, B. Jarupan, K. Lin, 
T. Weil, Ve- hicular networking: a survey and tutorial on 

requirements, architectures, chal- lenges, standards and solutions, 

IEEE Commun. Surv. Tut. 13  
[4] (2011) 584–616, doi: 10.1109/SURV.2011.061411.0 0 019 . [4] US-

DoT, Traffic congestion and reliability: trends and advanced strategies 

for congestion mitigation, 2015, 
http://www.ops.fhwa.dot.gov/congestion _ report/ chapter2.htm .  

[5] L.A. Villas, H.S. Ramos, A. Boukerche, D.L. Guidoni, R.B. Araujo, A 

.A . Loureiro, An efficient and robust data dissemination protocol for 
vehicular ad hoc net- works, in: Proceedings of the 9th ACM 

Symposium on Performance Evalua- tion of Wireless Ad Hoc, Sensor, 

and Ubiquitous Networks, ACM, New York, NY, USA, 2012, pp. 39–
46, doi: 10.1145/2387027.2387035 .  

[6] A .M. Souza, G. Maia, L.A . Villas, Add: a data dissemination 

solution for highly dynamic highway environments, in: Network 
Computing and Applications (NCA), 2014 IEEE 13th International 

Symposium on, 2014, pp. 17–23, doi: 10. 1109/NCA.2014.7 .  

[7] J. Pan, M. Khan, I.S. Popa, K. Zeitouni, C. Borcea, Proactive vehicle 
re-routing strategies for congestion avoidance, in: Distributed 

Computing in Sensor Sys- tems (DCOSS), 2012 IEEE 8th 

International Conference on, 2012, pp. 265–272, doi: 
10.1109/DCOSS.2012.29 .  

[8] A .M.d. Souza, A . Boukerche, G. Maia, R.I. Meneguette, A .A . 

Loureiro, L.A. Vil- las, Decreasing greenhouse emissions through an 
intelligent traffic informa- tion system based on inter-vehicle 

communication, in: Proceedings of the 12th ACM International 

Symposium on Mobility Management and Wireless Access, MobiWac 
’14, ACM, New York, NY, USA, 2014, pp. 91–98, doi: 

10.1145/2642668. 2642677 .  

[9] F. Li, Y. Wang, Routing in vehicular ad hoc networks: a survey, IEEE 
Veh. Tech- nol. Mag. 2 (2) (2007) 12–22, doi: 

10.1109/MVT.2007.912927 .  

[10] S. Dornbush, A. Joshi, Streetsmart traffic: discovering and 
disseminating auto- mobile congestion using vanet’s, in: Vehicular 

Technology Conference, 2007. VTC2007-Spring. IEEE 65th, 2007, 

pp. 11–15, doi: 10.1109/VETECS.2007.15 .  
[11] C.A .R.L. Brennand, A .M. de Souza, G. Maia, A. Boukerche, H. 

Ramos, A .A .F. Loureiro, L.A. Villas, An intelligent transportation 

system for detection and con- trol of congested roads in urban centers, 
2015 IEEE Symposium on Computers and Communication (ISCC) 

(2015) 663–668. doi: 10.1109/ISCC.2015.7405590.  

[12] A.M. de Souza, R.S. Yokoyama, G. Maia, A .A .F. Loureiro, L.A. 
Villas, Minimizing traffic jams in urban centers using vehicular ad 

hoc networks, in: 2015 7th International Conference on New 

Technologies, Mobility and Security (NTMS), 2015, pp. 1–5, doi: 
10.1109/NTMS.2015.7266505 .  

[13] A.M. de Souza, R.S. Yokoyama, G. Maia, A. Loureiro, L. Villas, 
Real-time path planning to prevent traffic jam through an intelligent 

transportation system, in: 2016 IEEE Symposium on Computers and 

Communication (ISCC), 2016, pp. 726–731, doi: 
10.1109/ISCC.2016.7543822 . 

[14] A.M. de Souza, R.S. Yokoyama, L.C. Botega, R.I. Meneguette, L.A. 

Villas, Scor- pion: a solution using cooperative rerouting to prevent 

congestion and im- prove traffic condition, in: Computer and 

Information Technology; Ubiquitous Computing and 

Communications; Dependable, Autonomic and Secure Comput- ing; 

Pervasive Intelligence and Computing (CIT/IUCC/DASC/PICOM), 
2015 IEEE International Conference on, 2015a, pp. 497–503, doi: 

10.1109/CIT/IUCC/DASC/ PICOM.2015.71 .  

[15] A.M. de Souza, R.S. Yokoyama, N.L.S.d. Fonseca, R.I. Meneguette, 
L.A. Villas, Garuda: a new geographical accident aware solution to 

reduce urban conges- tion, in: Computer and Information Technology; 

Ubiquitous Computing and Communications; Dependable, Autonomic 
and Secure Computing; Pervasive Intelligence and Computing 

(CIT/IUCC/DASC/PICOM), 2015 IEEE International Conference on, 

2015b, pp. 596–602, doi: 10.1109/CIT/IUCC/DASC/PICOM.2015.85 
. 

[16] S.-Y. Ni , Y.-C. Tseng , Y.-S. Chen , J.-P. Sheu ,The broadcast storm 

problem in a mobile ad hoc network, in: Proceedings of the 5th 
Annual ACM/IEEE Interna- tional Conference on Mobile Computing 

and Networking, MobiCom ’99, ACM, 1999, pp. 151–162 . 

[17] IEEE, Wireless LAN Medium Access Control (MAC) and Physical 
Layer (PHY) Specifications Amendment 6: Wireless Access in 

Vehicular Environments, IEEE Standards, 2010.  

[18] Q. Chen , D. Jiang , L. Delgrossi , IEEE 1609.4 DSRC multi-channel 
operations and its implications on vehicle safety communications, in: 

IEEE Vehicular Network- ing Conference (VNC ’09), 2009, pp. 1–8 .  

[19] M. van Eenennaam , A. van de Venis , G. Karagiannis , Impact of 
IEEE 1609.4 channel switching on the IEEE 802.11p beaconing 

performance, in: IFIP Wire- less Days (WD ’12), 2012, pp. 1–8 .  

[20] 20] F.D.D. Cunha, A. Boukerche, L. Villas, A.C. Viana, A .A .F. 
Loureiro, Data Commu- nication in Vanets: A Survey, Challenges and 

Applications, Research Report RR- 8498, INRIA Saclay ; INRIA, 

2014 . https://hal.inria.fr/hal-00981126 
[21] M. Bakhouya, J. Gaber, P. Lorenz, An adaptive approach for 

information dis- semination in vehicular ad hoc networks, J. Netw. 

Comput. Appl. 34 (6) (2011) 1971–1978, doi: 
10.1016/j.jnca.2011.06.010 .  

[22] T.-H. Kim, W.-K. Hong, H.-C. Kim, Y.-D. Lee, Information 

Networking. Towards Ubiquitous Networking and Services, Springer-
Verlag, Berlin, Heidelberg, 2008, pp. 295–304, doi: 10.1007/978- 3- 

540- 89524- 4 _ 30 . Chapter An Effective Data Dissemination in 

Vehicular Ad-Hoc Network  
[23] L.A . Villas, A . Boukerche, G. Maia, R.W. Pazzi, A .A . Loureiro, 

Drive: an efficient and robust data dissemination protocol for highway 

and urban vehicular ad hoc networks, Comput. Netw. 75 (Part A (0)) 
(2014) 381–394. http://dx.doi.org/ 10.1016/j.comnet.2014.10.012 . 

http://www.sciencedirect.com/science/article/pii/ 

S1389128614003673  
[24] L. Villas, A. Boukerche, R. Araujo, A. Loureiro, J. Ueyama, Network 

partition- aware geographical data dissemination, in: Communications 

(ICC), 2013 IEEE International Conference on, 2013, pp. 1439–1443, 
doi: 10.1109/ICC.2013. 6654713 .  

[25] E. Donato , G. Maia , J.M. Duarte , A .A . Loureiro , E. Madeira , L. 

Villas , Presync: a method for preventing resynchronization in the ieee 

802.11p standard, Com- puters and Communications (ISCC), 2015 

IEEE Symposium on, 2015  
[26] A. Pascale , M. Nicoli , U. Spagnolini , Cooperative bayesian 

estimation of vehicu- lar traffic in large-scale networks, IEEE Trans. 

Intell. Transp. Syst. 15 (5) (2014) 2074–2084 . 
[27] I.-C. Chang , H.-T. Tai , F.-H. Yeh , D.-L. Hsieh , S.-H. Chang , A 

vanet-based a-star route planning algorithm for travelling time- and 

energy-efficient GPS naviga- tion App, Int. J. Distrib. Sensor 
Networks 9 (7) (2013) 1–14 .  

[28] V.T.N. Nha, S. Djahel, J. Murphy, A comparative study of vehicles’ 

routing al- gorithms for route planning in smart cities, in: Vehicular 
Traffic Management for Smart Cities (VTM), 2012 First International 

Workshop on, 2012, pp. 1–6, doi: 10.1109/VTM.2012.6398701 . 

[29] S. Kirkpatrick , C.D. Gelatt , M.P. Vecchi , et al. , Optimization by 
simmulated an- nealing, Science 220 (4598) (1983) 671–680 .  

[30] A. Varga , R. Hornig , An overview of the OMNet++ simu lation 

environment, in: International Conference on Simulation Tools and 
Techniques for Communica- tions, Networks and Systems & 

Workshops (Simutools ’08), 2008, pp. 1–10  

[31] M. Behrisch , L. Bieker , J. Erdmann , D. Krajzewicz , SUMO - 
simulation of ur- ban MObility: an overview, in: International 

Conference on Advances in Sys- tem Simulation (SIMUL ’11), 2011, 

pp. 63–68 .  
[32] C. Sommer, R. German, F. Dressler, Bidirectionally coupled network 

and road traffic simulation for improved IVC analysis, in: Mobile 

Computing, IEEE Trans- actions on, vol. 10, 2011, pp. 3–15, doi: 
10.1109/TMC.2010.133 .  

International Journal of Engineering Research & Technology (IJERT)

ISSN: 2278-0181http://www.ijert.org

IJERTV12IS050260
(This work is licensed under a Creative Commons Attribution 4.0 International License.)

Published by :

www.ijert.org

Vol. 12 Issue 05, May-2023

514

www.ijert.org
www.ijert.org
www.ijert.org


 

[33] A. Cappiello, I. Chabini, E. Nam, A. Lue, M.A. Zeid, A statistical 

model of ve- hicle emissions and fuel consumption, in: Intelligent 

Transportation Systems, 2002. Proceedings. The IEEE 5th 

International Conference on, 2002, pp. 801–809, doi: 
10.1109/ITSC.2002.1041322 . 

[34] M. Keller, P. Wthrich, Handbook emission factors for road transport, 

2014, http: //www.hbefa.net/e/index.html .  
[35] M.M. Haklay, P. Weber, Openstreetmap: user-generated street maps, 

IEEE Per- vasive Comput. 7 (4) (2008) 12–18, doi: 

10.1109/MPRV.2008.80 .  
[36] C. Sommer, S. Joerer, F. Dressler, On the applicability of two-ray path 

loss models for vehicular network simulation, in: Vehicular 

Networking Conference (VNC), 2012 IEEE, 2012, pp. 64–69, doi: 
10.1109/VNC.2012.6407446 .  

International Journal of Engineering Research & Technology (IJERT)

ISSN: 2278-0181http://www.ijert.org

IJERTV12IS050260
(This work is licensed under a Creative Commons Attribution 4.0 International License.)

Published by :

www.ijert.org

Vol. 12 Issue 05, May-2023

515

www.ijert.org
www.ijert.org
www.ijert.org

