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Abstract— Iris recognition is one of the many Biometric
systems used for persons personal identity supported on their
particular iris attribute, which are incomparable characteristic
for each individual. It is lucid that the development in deep
learning exhibit that convolutional neural networks (CNNSs)
extracted attributes are efficient enough to depict the complex
structure of images. Due to poor focus, lateral view, movement
blur, s and other artifacts and under undesirable conditions,
quality of image can be severely affected . Noisy iris images add
on intra-individual fluctuation, which evidently decreases
recognition accuracy. To surmount these difficulties, we suggest
a newfound iris recognition algorithm supported on deep
learning for the iris images degraded by noisy factor and
examine the final result of epoch length on it.
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I INTRODUCTION

For effective biometric recognition, there has been an endless
challenge to check the continuous changes in human traits,
reason may be external or internal. There is a number of
biometrics, such as face, fingerprints, etc which gets affected
by the internal factors, such as aging, expression, etc. while
the iris biometrics is able to handle these factors. So, the use
of iris biometrics has drastically increased as it offers
uniqueness, stability and non-evasiveness [1]. On the other
hand, the performance of iris biometrics is limited by the
external factors, such as the quality of images, illumination,
resolution, noise, etc [2], [3]. Quality images and impressive
accuracy in terms of low error rates is possible to obtain under
several constraints like rigid image capturing [4]. When the
images do not have enough quality, the reason may be focus,
brightness or contrast these error rates increase substantially
[5]. Many authors commonly identified this problem, which
has been addressed in this paper.

1. NETWORK ARCHITECTURE

AAs per literature, according to the need of the user, the
number of approaches exist that use the major information
present in the image by feature extraction and/or feature
selection to perform information processing [1], [6], [7], [8].
In comparison with the traditional methods of feature
extraction, better accuracy and application results can be
achieved using deep-learning models [9]. In the present paper,
a deep learning technique utilised to take out the information
from noisy dataset (iris) and an effective iris recognition

system is designed. Figure 1 represents the basic model
architecture [10] of the CNN (convolutional neural network) .
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Figure 1: Architecture for proposed model [10]

The feature extraction of the iris image is carried out by deep
learning model. The pre-processing step for the model is to
resize the images to 227x227x3 so that they can be fed as an
input to the network. It consists of 25 layers with 5
convolutional and 3 max-pooling layers. The simulation is
carried out in the MATLAB 2019a environment.

I1l. DATASET USED

UBIRIS v1 is a database of noisy iris images, that is used for
the proposed model to develop the robust iris recognition
system [11]. In September 2004, in 2 well-defined sessions,
around 1877 images are acquired from two hundred forty one
persons. There are 241 classes in the first session of image
capture. Noise factors are minimized, particularly reflections,
contrast and luminosity during the enrollment by installing
the framework of image capture inside a dark room.
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Figure 2: Image capture framework [11]

For the second session, there are 132 classes and natural
luminosity factor is introduced in the images by changing the
place of capture framework. This will result in the creation of
diverse images in context to the reflections, focus, luminosity
and contrast problems. Thus, several noise components are
present in these images which will be used for recognition.
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IV. RESULTS AND DISCUSSION

In the section 2 we discussed the network against UBIRIS
database [11]. In this section, simulated results achieved by
the proposed model have been discussed.

a. HYPER-PARAMETERS USED

The model has a learning algorithm and a number of hyper-
parameters. To update the model an iterative learning
algorithm called Stochastic Gradient Descent (SGD) uses a
training dataset [12]. The batch size controls the number of
training samples is a hyper-parameter of gradient descent and
works before the model’s internal parameters are updated. Its
value is taken as 10. A training dataset have numerous rows
of a feature vector. The learning rate is taken as le-4. The
number of epochs is a hyper-parameter. It defines how many
times the learning algorithm will work through with the
whole training dataset.

In actual, how many times training algorithm will run that
depends upon factors like no. of classes, no. of epochs. The
total number of iterations value is a range of hundreds or

thousands and it runs till the incorrectness from the model is
decreased to adequate value, as given in Table 1.

Table 1: Details of different sessions for UBIRIS v1 database

Session-1 Session-2
(with minimized noise) (with significant noise)
241 classes 132 classes
No. of epochs | No. of iterations | No. of epochs | No. of iterations
5 480 5 260
10 960 10 520
15 1440 15 780
20 1920 20 1040

b. LEARNING CURVES

The learning curves are shown in Table 2, for different values
of epochs and two sessions of UBIRIS dataset. Different
values of epoch lengths are taken for both the sessions and
accordingly the performance of the network is obtained by
using the accuracy of training and validation phase. Similarly,
considering training and validation loss as the evaluation
metrics as shown in Table 2.

Table 2: Learning curves for different sessions of UBIRIS v1 database
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This indicates that the proposed method is adequate for less
constrained image capture environments, such as non-
cooperative environments, and extends the range of areas
where iris recognition can be applied.

c. EFFECT OF EPOCH LENGTH
This section gives a comparative analysis of the validation
accuracy as well as validation loss to the number of epochs,
as shown in Figure 3.
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Figure 3: Performance analysis versus number of epochs

It can be seen from the results that as the epoch length
increases, the accuracy also increases. Beyond a certain point,
the values remain same, thereby showing that they represent
the optimum values for that system. For the figure, the
optimized value of epochs is 20 for noisy iris database.

V. CONCLUSION

In this paper, we highlighted the issues connected to the
presence of noise in acquired iris images and the comparable

increase in error rate, with special reference to false positives,
in the context of non-cooperative iris recognition. Popular
feature extraction methods mainly concentrate on the low and
mid-low frequency components of a signal. It shows small
portion of unobserved interference can vitiate the entire
biometric signature and reduce identification accuracy. On
the basis of this, a new robust iris recognition system was
proposed with high accuracy. The computer simulation
experimentation on the iris database, UBIRIS v1 shows that
the proposed methodology provides a highly efficient and
robust system for real-time applications.
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