Abstract— Ubiquitous use of real-time video communication on the Internet requires adaptive applications that can provide different levels of quality depending on the amount of resources available. For video coding this means that the algorithms must be designed to be efficient in bandwidth usage, processing requirements and quality of the reconstructed signal. Of most algorithms developed, SPIHT algorithm ever since its introduction for image compression has received a lot of attention. Though SPIHT is considerably simpler, efficient, completely inserted codec provides good image quality, large PSNR, optimized for modern image transmission, efficient conjunction with error defense, form information on demand but still it has some downsides that need to be taken away for its better use. One of the main drawbacks is its slow processing speed. To overcome this drawback, a modified SPIHT algorithm called block based pass parallel SPIHT for video compression is used. The video is separated into individual frames and dual tree complex wavelet transform is applied to the individual frames. Then the wavelet coefficients are encoded using Block based pass parallel SPIHT encoder. The bit stream generated is decoded using Block based pass parallel SPIHT decoder. Inverse wavelet transform is applied to reconstruct the original frame from the decoded result. The frames are concatenated to reconstruct the video. The quality of the reconstructed video is measured in terms of PSNR, MSE and Compression ratio.

Index Terms—Dual Tree complex wavelet transform (DTCT), set-partitioning in hierarchical trees (SPIHT), wavelet image coding.

I. INTRODUCTION

Video compression technologies are about reducing and removing redundant video data so that a digital video file can be effectively sent over a network and stored on computer disks. With efficient compression techniques, a significant reduction in file size can be achieved with little or no adverse effect on the visual quality. The video quality, however, can be affected if the file size is further lowered by raising the compression level for a given compression technique. There are three types of redundancies in color video sequences. These are spatial, spectral and temporal redundancy. Spatial redundancy exists among neighboring pixels in a frame. Pixel values usually do not change abruptly in a frame except near edges and highly textured areas. Hence there is significant correlation among neighboring pixels, which can be used to predict pixel values in a frame from nearby pixels. The predicted pixel is subtracted from the current pixel to obtain an error or a residual. The resulting residual frame has significantly lower entropy than that of the original frame. Spectral Redundancy or correlation between different color planes or spectral bands. In a moving video sequence, successive frames of video are usually very similar. This is called temporal redundancy. Removing temporal redundancy can result in further compression. To do this, only parts of the new frame that have changed from the previous frame are sent. In most cases, changes between frames are due to movement in the scene that can be approximated as simple linear motion. From the previous transmitted frames, we can predict the motion of regions and send only the prediction error (motion prediction). This way the video bit rate is further reduced. The process of compression involves applying an algorithm to the source video to create a compressed file that is ready for transmission or storage. To play the compressed file, an inverse algorithm is applied to produce a video that shows virtually the same content as the original source video. The time it takes to compress, send, decompress and display a file is called latency. The more advanced the compression algorithm, the higher the latency. A pair of algorithms that works together is called a video codec (encoder/decoder). Video codecs of different standards are normally not compatible with each other; that is, video content that is compressed using one standard cannot be decompressed with a different standard. For instance, an MPEG-4 decoder will not work with an H.264 encoder. The goal of compression is to represent an image/video with the least amount of bits possible. There are “lossless” and “lossy” modes in compression. In lossy compression, the image quality may be degraded in order to meet a given target data rate for storage and transmission. The applications for lossy coding are the transmission of the image and video through a band limited network and efficient storage. In the lossless compression, the image after decompression is identical to that of the original. The issue in lossless coding is how much we can reduce the data rate. The main approach for lossless image compression is predictive coding or entropy encoding. The advantages of Video Compression are occupies less disk space, reading and writing is faster, file transferring is faster, the order of bytes is independent.
II. RELATED WORK

Wavelet-Based image coding, such as the JPEG2000 standard [1], is widely used because of its high compression efficiency. There are three important wavelet-based image coding algorithms that have embedded coding property enabling easy bit rate control with progressive transmission of information for a wavelet-transformed image. They are the embedded zerotree wavelet algorithm (EZW) [2], embedded block coding with optimized truncation algorithm (EBCOT) [3], and set partitioning in hierarchical trees algorithm (SPIHT) [4]. There are many video applications that need image compression with embedded coding property. These applications include frame memory compression for a video compression chip [5]–[7], overdrive detection and compensation for a LCD driver chip [8]–[11]. Among the three wavelet-based coding algorithms, EZW and EBCOT need a binary arithmetic coding that requires a large amount of hardware circuitry and memory increasing the hardware cost and moreover suffering from limited throughput [12]. On the contrary, SPIHT does not need arithmetic coding providing a cheaper and faster hardware solution. In addition, SPIHT surpasses EZW and is close to EBCOT in compression efficiency [4], [13]. Therefore, extensive research has focused on SPIHT and its variations to improve the efficiency of wavelet-based image coding. The original SPIHT algorithm processes wavelet coefficients in a dynamic order that depends on the values of the coefficients. Thus, it is not easy to process multiple coefficients in parallel; and consequently, it is difficult to improve the throughput of the original SPIHT. In order to increase the throughput, the SPIHT algorithm is modified such that the processing order is fixed statically (i.e., the processing order is independent of the values of the coefficients) [14]–[19]. Although a fixed-order SPIHT improves throughput, the coding efficiency is degraded because its order is different from the order of the original SPIHT. No list SPIHT algorithm (NLS) [14] is initially proposed for a fixed-order SPIHT algorithm to reduce the required memory. Later, Corsonello et al. proposed a low cost implementation of NLS [15]. In [14] and [15], the modified algorithm uses an array data structure for storing coding states in the fixed order instead of the list data structure required for the dynamic order of the original SPIHT. Although NLS succeeds in the reduction of the memory size, it does not process coefficients in parallel, so only 1 or 2 bits are produced at each step. Consequently, the throughput of NLS is only 0.092 bit per cycle [15]. To improve the coding speed, Chen et al. [16] proposed a modified SPIHT that processes a 4 × 4 bit-plane in one cycle. However, this algorithm does not exploit pixel parallelism but processes multiple sequential steps in one cycle in its hardware implementation leading to a significant increase of the critical path delay in combinational logic circuits. Consequently, the operating clock frequency is limited although a 4 × 4 bit-plane is processed in a single cycle. Thus, the overall throughput is also not very high. Fry et al. [17] proposed a bit-plane parallel SPIHT encoder architecture. This modified SPIHT decomposes wavelet coefficients bit-plane by bit-plane and then processes multiple bit-planes independently in a parallel manner. Then, the results of multiple bit-planes are merged into a single bit stream. This bit-plane-parallel approach achieves very large throughput by processing four pixels in a single cycle. However, there are two drawbacks. One is the low utilization of the parallel hardware and memory because the execution time of bit-plane coding differs from bit-plane to bit-plane. In addition, depending on the bit rate, the results from less significant bit-planes are truncated and are not merged into the final bit stream. The truncated bit stream implies that the hardware execution cycles used for the generation of the truncated bit stream are wasted. The more serious drawback lies in the fact that this bit-plane parallel approach is not applicable to a decoder. In a decoder, multiple bit-planes cannot be decoded in parallel because the decoder cannot predict the length of each bit-plane, and consequently, cannot divide the bit stream into multiple bit plane streams for parallel processing at the beginning of the decoding process. As the speed of a decoder is often more important than the encoder speed, the low decoding speed in the bit-plane parallel SPIHT severely limits the application of this algorithm. Thus a BPS algorithm which decomposes a wavelet-transformed image into 4 × 4-bit blocks (4 × 4 blocks in a bit-plane) and processes one 4 × 4-bit block in a single cycle is proposed. The encoder and decoder implementing BPS achieve a fast execution.

III. DUAL TREE COMPLEX WAVELET AND SPIHT FOR VIDEO COMPRESSION

The Fig 1 shows the proposed methodology for video compression.

Although the DWT is found to be good for many image processing applications it has some limitations. They are: Oscillations of the coefficients at a singularity (i.e. near edges), Shift variance where small changes in the input cause large changes in the output coefficients, Aliasing due to down sampling and non-ideal filtering during the analysis, Lack of directional selectivity in higher dimensions, e.g. inability to distinguish between +45 degree and −45 degree edge orientations. It is found that
all the limitations of DWT can be solved effectively by the complex wavelet transform (CWT).

Dual tree Complex Wavelet Transform (DTCWT), which has following properties:
- Approximate shift invariance
- Good directional selectivity in 2-dimensions
- Perfect reconstruction (PR)
- Limited redundancy, independent of the number of scales, 2 : 1 for 1-D (2m : 1 for m-Dimension)

DTCWT consist of two conventional DWT filter bank trees (tree a and tree b) working in parallel, with respective filters of both the trees in approximate quadrature to obtain real (from tree a) part and imaginary part (from tree b) of complex wavelet coefficients as shown in Fig 2.

For encoding we have first found out the magnitude of the coefficients (from real and imaginary part obtained after transform) and then significant coefficient magnitude was coded using SPIHT. SPIHT is progressive encoding method which uses spatial orientation tree structure. The result of this implementation were compared with traditional DWT based SPIHT method. The details of the DTCWT and BPSPIHT are discussed in following sections.

A. DTCWT:

The DT-CWT comprised of 2 parallel wavelet filter bank tree a and tree b, which contain carefully designed filters of different delays to minimize the aliasing effects due to down sampling. Sub-band images of the tree a can be interpreted as the real part of a complex wavelet transform and that of the tree b can be interpreted as the imaginary part as in fig 2, where downward arrow shows down sampling by 2 operation. When designed in this way, the DT-CWT is nearly shift-invariant, in contrast to the classic DWT. Moreover, to achieve the correct relative signal delay, the total delay difference for a given level and all previous levels must sum to one sample period at the input sample rate of the given level. Hence the filters below level 2 in one tree must provide delays that are half a sample different (at each filter’s input rate) from those in the opposite tree. For linear phase filters, this requires odd-length filters in one tree and even-length filters in the other. Note that the filters in the first stage of each tree are different from the filters in all the later stages. Further there is no complex arithmetic involved in any of the trees. The complex coefficients are simply obtained as

\[ X_j^c = X_a + jX_b \]

Where Xa represents the coefficients obtained from tree a and Xb are from tree b. The inverse DTCWT is calculated by 2 normal inverse wavelet transforms, one corresponding to each tree and the results of each of the 2 inverse transforms are then averaged to give the reconstructed signal. Again, there is no complex arithmetic needed, since, the Xj(K) coefficients are split up into Xa(K) and Xb(K) before they are used in the corresponding inverse transforms.

B. BPSPIHT(Block Based Pass Parallel Set Partitioning In Hierarchical Trees) ENCODER:

SPIHT is a compression algorithm applied to an image in the wavelet transformed domain. A wavelet-transformed image can be organized as a spatial orientation tree (SOT) given in Fig 3 in which an arrow represents the relationship between a parent and its offspring. Each node of the tree corresponds to a coefficient (also called pixel) in the transformed image. Block Based Pass Parallel SPIHT processes each bit-plane from the most significant bit plane just like the original SPIHT algorithm. However, the processing order of the pixels in each bit-plane is different from the original SPIHT. BPS first decomposes an entire bit plane into 4 × 4-bit blocks (4 × 4 blocks in a bit-plane) and processes each 4 × 4-bit block at a time. After one 4 × 4-bit block is processed, the next 4×4-bit block is processed in the Morton scanning order. The encoded stream in the original SPIHT is categorized into three types: sorting bit, magnitude bit, and sign bit. The sorting bit is the result of the significance test for a 2 × 2 or 4 × 4 set indicating whether the set is significant or not. The magnitude and sign bits indicate the magnitude and sign of each pixel, respectively. The magnitude and sign bits output in IPP and SPP are called “refining bit,” but the magnitude and sign bits output in ISP are called the “first refining bit” because they are the refining bits generated first for each pixel.

Fig 3 Spatial Orientation Tree
The Block Based Pass Parallel SPIHT algorithm consists of three passes:

- Insignificant set pass (ISP).
- Insignificant pixel pass (IPP), and
- Significant pixel pass (SPP).

According to the results of the \((n+1)\)th bit-plane, the \(n\)th bit of pixels are categorized and processed by one of the three passes. Insignificant pixels classified by the \((n+1)\)th bit-plane are encoded by IPP for the \(n\)th bit-plane whereas significant pixels are processed by SPP. The main goal of each pass is the generation of the appropriate bit stream according to wavelet coefficient information. The ISP, the second pass in the Block Based Pass Parallel SPIHT algorithm, handles insignificant sets. If a set in this pass is classified as a significant set in the \(n\)th bit-plane, it is decomposed into smaller sets until the smaller sets are insignificant or they correspond to single pixels. If the smaller sets are insignificant, they are handled by ISP. If the smaller sets correspond to single pixels, they are handled by either IPP or SPP depending on their significance.

The 4 × 4-bit block is decomposed into four 2 × 2 blocks. According to the type of generated bits, these three passes are called

- Refinement pass (RP),
- Sorting pass (SP), and
- First refinement pass (FRP).

The RP is a combination of the IPP and SPP from the original SPIHT and visits each 2 × 2 block which is significant in the previous bit-plane. Then, RP outputs the \(n\)th magnitude bit of the significant 2 × 2-bit block. In addition, the sign bit of a pixel is output if the pixel becomes significant in the \(n\)th bit-plane. Since the two passes IPP and SPP from the original SPIHT are combined as a single pass RP in BPS, the order of pixels processed in Block Based Pass Parallel SPIHT is different from that in original SPIHT. The ISP pass in the original SPIHT is decomposed into SP and FRP passes in BPS. The SP classifies a block as either a significant block or an insignificant block and transmits sorting bits. SP is the only pass that processes a 4x4-bit block. The other two passes RP and FRP process a 2 × 2-bit block as the processing unit. The remaining operation of the SP depends on the significance of the 4x4-bit block. If the block is significant, it is decomposed into four 2 × 2-bit blocks. The significance of each 2 × 2 block is generated if it is insignificant in the \((n+1)\)th bit-plane. According to its significance, each 2 × 2-bit block is classified either as an insignificant block to be processed by the SP for the \((n-1)\)th bit-plane or as a significant block to be processed by the FRP pass in the current bit-plane.

C. BPSPHIHT(Block Based Pass Parallel Set Partitioning In Hierarchical Trees) DECODER:

The objective of using Block Based Pass Parallel SPIHT is to have faster computation time. By increasing the computation time of encoder alone this objective cannot be obtained. So the speed of decoding is also to be improved. This is obtained by parallel processing of the block coefficients. The bit stream generated in the encoder is arranged in a specific format.

The encoder can process RP and SP in parallel because they are independent. In a decoder, RP and SP being independent of each other is not enough for parallel execution. Another condition for parallel execution is the pre calculation of the start bit of each pass in the bit stream. This condition is obvious because a decoder cannot start to process a pass unless the start bit of the pass is known prior to the start of the pass. It is difficult for a decoder to find the start bit of each pass because the length of each pass is variable. The FRP can be pre calculated before the start bit of the next SP sorting and the sorting bit from SP are stored from left to right. On the other hand, sign bits from RP and FRP are stored from right to left in the bit stream.

The number of magnitude bits transmitted by an RP is known before RP starts because it is determined by the result from the previous bit plane. Therefore, the end bit of the RP magnitude (and the start bit of the next SP sorting) is known prior to the beginning of the RP. Thus, both RP magnitude bits and SP sorting bits can be decoded in parallel. The number of sign bits in the RP is known only after the magnitude bits of the corresponding RP are decoded. Thus, the sign bits of RP are decoded in one cycle later than the decoding of the corresponding magnitude bits. For FRP, the number of sorting bits transmitted by the SP is known only after SP is completed. Thus, the next bits, FRP magnitude bits, can be decoded one cycle later than SP. The number of magnitude bits from FRP is determined by the result of the SP in the same bit-plane. Thus, the length of the FRP can be pre calculated before the FRP begins. This implies that the start bit of the RP of the next 4 × 4-bit block is also known before the FRP begins. Therefore, the RP (and SP as well) of the next 4x4-bit block is performed in the same cycle as FRP. Thus speed is improved by processing the RP and SP in parallel with the FRP of the previous 4 × 4-bit block. While the magnitude bits are arranged from left to right, the sign bits are arranged from right to left in the bit stream. The process of decoding the sign bits in parallel is explained as: Sign bits are stored from the right of the bit stream. The length of the sign bits transmitted by RP is not known before the RP is completed because it is determined by the RP according to the magnitude bit. Therefore, the sign bits are processed by the decoder one cycle after the corresponding magnitude bits. The sign bits of FRP can also begin only after the magnitude bits of the FRP are decoded. Thus, the decoding of FRP sign bits is done one cycle after the decoding of FRP magnitude bits. The FRP sign bits can be processed in the same cycle as the RP sign bits of the next 4 × 4-bit block.
D. INVERSE DTCWT:

Inverse Dual Tree Complex Wavelet Transform (IDTCWT) is applied to the decoded data. IDTCDWT transforms the frequency domain coefficients to spatial domain to reconstruct the original video. Process involved in inverse discrete wavelet transform contains different stages. It involves row padding and column padding. Low pass filter and High pass filters are used to combine the details of the transformed image to obtain the original image. The individual frames of a video is reconstructed in the similar manner and concatenated to form the reconstructed video similar to the original video.

IV. EXPERIMENTAL RESULTS

Here we are presenting the results of a number of experiments carried out on various videos. First the video is separated into individual frames to which dual tree complex wavelet transform is applied. The transformed wavelet coefficients are encoded using block based parallel SPIHT algorithm which results in compressed data. For the reconstruction, the compressed data are decoded and a inverse wavelet transform is applied. The effectiveness of proposed method has been analyzed using PSNR values calculated using following equation as:

$$\text{PSNR} = 10 \log_{10} \left( \frac{\text{MAX}^2}{\text{MSE}} \right)$$

Where MSE is Mean Square Error given as:

$$\text{MSE} = \frac{1}{nm} \sum_{i=0}^{m-1} \sum_{j=0}^{n-1} \left| I(i, j) - K(i, j) \right|^2$$

Where I is original image and K is compressed image.

Table I shows the PSNR values obtained for DWT and that for the DTCWT at different BPP (Bit Per Pixel) rate. Result shows that DCWT outperforms compared to DWT. It has been seen that applying SPIHT separately to real and imaginary parts gives quite improvement in terms of image quality and preserves the useful information from the original image. The filter banks in DTCWT for image compression is nearly shift invariant, in contrast with the critically sampled DWT. SPIHT is based on partial ordering by magnitude with a set partitioning sorting algorithm, ordered bit plane transmission, and it takes the advantage of self-similarity across different scales of an images obtained after wavelet transform. So this progressive encoding method based on dual-tree complex wavelet transform gives better results as compare to separable DWT for various applications, with increase in level of decomposition result shows more improvement.

Table I: PSNR comparison for DWT and DTCWT

<table>
<thead>
<tr>
<th>Rate</th>
<th>Wavelet Transform(lev 6)</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>DWT</td>
</tr>
<tr>
<td>0.5</td>
<td>31.47</td>
</tr>
<tr>
<td>0.75</td>
<td>37.15</td>
</tr>
<tr>
<td>1.0</td>
<td>40.47</td>
</tr>
<tr>
<td>2.0</td>
<td>42.59</td>
</tr>
</tbody>
</table>

The Block based parallel SPIHT algorithm for video compression provides a good tradeoff between compression ratio and PSNR. The processing speed of the algorithm is increased by parallel execution of the blocks in the transformed wavelet coefficients in both encoder and decoder. The process of wavelet transform decomposition also plays a vital role in compression. By varying the transform block size, the PSNR value also changes. Increase in block size increases PSNR. But large block size doesn’t provide efficient compression. So in order to have efficient compression a necessary block size is encoded with Block based pass parallel SPIHT encoder. The compression ratio obtained is approximately 3:1.

V. CONCLUSION

The experimental results for classical Separable DWT and Complex Dual-Tree DWT shows that the proposed method gives significant improvement in terms of image quality and preserves the useful information from the original image. The filter banks in DTCWT for image compression is nearly shift invariant, in contrast with the critically sampled DWT. SPIHT is based on partial ordering by magnitude with a set partitioning sorting algorithm, ordered bit plane transmission, and it takes the advantage of self-similarity across different scales of an images obtained after wavelet transform. So this progressive encoding method based on dual-tree complex wavelet transform gives better results as compare to separable DWT for various applications, with increase in level of decomposition result shows more improvement.
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