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Abstract  
 

Level Set is a deformable contour model where the user 

specifies a starting contour that is evolved to the image 

contour. As opposed to other contour models, e.g. 

Snakes [1], where the contour is described in a 

parametric manner, the Level Set method is a 

geometric deformable model. The contour is described 

as a surface developed by partial differential equations, 

where the contour is the zero level of the surface. In 

this paper we give novel pure-particle algorithm for the 

simulation of reaction-diffusion systems on deforming 

surfaces[5], which represent an important class of 

biological models, Because they provide explanations 

to complex phenomena such as pattern formation or 

morphogenesis. The algorithm uses an implicit 

Lagrangian level-set representation to track the motion 

of the surface, the framework of discretization-

corrected PSE operators to discretize the spatial 

derivatives of the governing equations as well as 

pseudo-forces to adapt the particle distribution to local 

resolution requirements, which renders the use of 

Cartesian grids unnecessary. A diffusion term is 

introduced into LSE, resulting in a TSSM equation, to 

which a piecewise constant solution can be derived. We 

propose a two-step splitting method (TSSM) to 

iteratively solve the RD-LSE equation: first iterating 

the LSE equation, and then solving the diffusion 

equation. The second step regularizes the level set 

function obtained in the first step to ensure stability, 

and thus the complex and costly re-initialization 

procedure is completely eliminated from LSE.  

 

1. Introduction  
 

In the last twenty years, the level set method (LSM) 

of Osher and Sethian [11] has become a popular 

numerical technique for tracking moving interfaces in 

computational geometry, fluid mechanics, computer 

graphics, computer vision and material sciences. The 

main reasons of its success are the high flexibility of 

this method to adapt to different problems, the ability to 

deal with changes of topology (contour breaking and 

merging) without any extra functions and the guarantee 

of the existence of solutions in the class of viscosity 

partial differential equations (PDEs). Moreover, 

extensive numerical algorithms based on Hamilton-

Jacobi equations have been developed, accurately 

handling shocks and providing stable numerical 

schemas. 

The key idea of the LSM is to implicitly represent a 

contour or interface as the zero level set of a higher 

dimensional function, called the level set function 

(LSF), and formulate the evolution of the contour 

through the evolution of the level set function. For 

closed contours, signed distance functions (SDFs) were 

originally adopted to represent level set functions 

because they directly provide stability and accuracy to 

the LSM. 

The rest of the paper is organized as follows. 

Section 2 illustrates the different types of methods for 

image segmentation Section 3 presents Level Set 

Method. Section 4 literature review of LSM and 

section-5 result of recent research on image 

segmentation using LSM Section 6 concludes the 

paper.  

 

2. IMAGE SEGMENTATION 

 

Segmentation is the process of partitioning an image 

into semantically interpretable regions. The purpose of 

segmentation is to decompose the image into parts that 

are meaningful with respect to a particular application. 

Image segmentation is typically used to locate objects 

and boundaries (lines, curves, etc.) in images. The 

result of image segmentation is a set of regions that 

collectively cover the entire image, or a set of contours 

extracted from the image. Each of the pixels in a region 

is similar with respect to some characteristic or 

computed property, such as color, intensity, or texture. 

Adjacent regions are significantly different with respect 

to the same characteristic.  
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2.1 IMAGE SEGMENTATION METHODS 

 

Several general-purpose algorithms and techniques 

have been developed for image segmentation. These 

are listed below: 

 

 Clustering methods 

 Compression-based methods 

 Histogram-based methods 

 Edge detection methods 

 Region growing methods 

 Split-and-merge methods 

 Partial differential equation-based methods 

1. Parametric methods 

2. Level set methods 

3. Fast Marching methods 

 Graph partitioning methods 

 Watershed transformation 

 Model based segmentation 

 Semi-automatic segmentation 

 Segmentation Benchmarking 

 Neural networks segmentation 

 

LEVEL SET METHOD 

 

Segmenting images with level set methods was 

introduced at the end of the 1980’s and was based on 

previous work on moving curvatures. Since then 

several variants and improvements have come up. 

Some of the improvements are aimed at speeding up 

the processing. Other methods have strength related to 

specific challenges like noise and broken edges. In the 

level set method, the curve is represented implicitly as 

a level set of a 2D scalar function referred to as the 

level set function which is usually defined on the same 

domain as the image. The level set is defined as the set 

of points that have the same function value. Fig1 shows 

an example of embedding a curve as a zero level set. It 

is worth noting that the level set function is different 

from the level sets of images, which are sometimes 

used for image enhancement. The sole purpose of the 

level set function is to provide an implicit 

representation of the evolving curve. Instead of 

tracking a curve through time, the level set method 

evolves a curve by updating the level set function at 

fixed coordinates through time. This perspective is 

similar to that of an Eulerian formulation of motion as 

opposed to a Lagrangian formulation, which is 

analogous to the parametric deformable model. A 

useful property of this approach is that the level set 

function remains a valid function while the embedded 

curve can change its topology. 

 

The level set method is a numerical technique used 

for tracking interfaces and shapes[1]. Level set is 

optimization method to extract or segment the object by 

its shape from an image. These interface can have sharp 

corners .The technique can find a wide range of 

application including problems in image processing, 

computer graphics, shape of snowflakes. Consider an 

image f with background and foreground. Boundaries 

can be detected using curve evolution. The boundary of 

an open domain can be represented using a curve C as 

the isoline of a Lipschitz continuous function: 

 

f:Ω → 𝑅 

ϕ: Ω → 𝐶 ,where C= {x, t}  ϕ(x, t) = 0 

ϕ(x, t) > 0 for x  𝜖  

ϕ(x, t) < 0 for x   𝛺  

ϕ(x, t) = 0 for x  𝜖 ∂ = Γ(t)         (1) 

 

 
 

Fig -1: arbitrary active contour 

 

In effect Φ divides the image into 3 regions, inside 

of the level set with positive Φ, boundary with Φ=0 and 

outside of the levelset with negative Φ. Then, an 

iterative procedure is followed, which uses an edge 

stopping function to decide the rate at which, the curve 

evolves. The evolution of curve happens in a direction 

normal to itself and the evolution stops when the curve 

meets an object or boundary. Broadly there are two 

approaches- Edge based and Region based. 

 

 
 

Fig -2: Level set evolution 
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Fig -3: Flow chart of image segmentation using 

level set method 

 

3. LITERATURE REVIEW 

  

Level set methods have seen tremendously 

expanded applications in many areas over the past 15 

years. This has been made possible by the exibility of 

the level set formulation in dealing with dynamic 

evolutions and topological changes of curves and 

surfaces, and by the mathematical theory and numerical 

tools developed in the past 15 years in studying these 

methods.The level set methods (LSM) can be 

categorized into partial differential equation (PDE) 

based ones and variational ones . 

 

It was first introduced by Osher and Sethian [1] and 

has become a more and more popular theoretical and 

numerical framework within image processing, fluid 

mechanics, graphics, computer vision, etc. The level set 

method is basically used for tracking moving fronts by 

considering the front as the zero level set of an 

embedded function, called the level set function. In 

image processing, it is used for propagating curves in 

2D or surfaces in 3D[11]. The applications of the level 

set method cover most fields in image processing, such 

as noise removal, image inpainting, image 

segmentation and reconstruction. In image 

segmentation, the level set method has some 

advantages compared to the active contour model. The 

level set method conquers the difficulties 

of topological transformations[2]. The level set 

approach is able to handle complex topological changes 

automatically. 

 

The traditional level set method depends on the 

gradient of the given image to stop the curve evolution 

[3]. Therefore, it has some drawbacks. Later, some 

variational level set methods are developed. In a 

sequence of papers beginning with Chan and Vese , the 

authors propose a different active contour model that 

does not use the gradient of the image  for the stopping 

process. The stopping term is based on the Mumford-

Shah functional for segmentation. The Chan-Vese 

model can detect contours both with and without 

gradients[10]. In addition, by using this model and its 

level set formulation, interior contours are 

automatically detected, and the initial curve can be 

anywhere in the image. The liberty of formulation of 

these level set methods gives us countless possibilities.  

 

In recent years, some variational level set 

formulations[3] have been proposed to regularize the 

LSF during evolution, and hence the re-initialization 

procedure can be eliminated. These variational LSMs 

without re-initialization have many advantages over the 

traditional methods, including higher efficiency and 

easier implementation. Chunming Lia proposed new 

variational formulation for geometric active contours 

that forces the level set function to be close to a signed 

distance function, and therefore completely eliminates 

the need of the costly re-initialization procedure. Other 

problems of Intensity inhomogeneities occur in real-

world images and may cause considerable difficulties 

in image segmentation. Chunming Li a new variational 

level set formulation in which the regularity of the level 

set function such that the derived level set evolution 

has a unique forward-and-backward (FAB) diffusion 

effect, which is able to maintain a desired shape of the 

level set function, particularly a signed distance profile 

near the zero level set. This yields a new type of level 

set evolution called distance regularized level set 

evolution (DRLSE). 

 

 

 

 

3.1 Comparison of different LSM method 

 

Reference Method Advantage 
Applicatio

n 

Chunnin

g Li, 

Chenyang 

Xu [3] 

New 

Variational 

Formulatio

n 

Good 

Performanc

e Over 

Weak 

Boundaries 

Stimula

ted & Real 

Images 

M. 

Airouche, 

L. bentabet 

Image 

Segmentati

on 

Easy To 

Detect Oil 

Spills. 

Real 

Satellite 

Images 
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[7] Using 

Active 

Contour 

Chunnin

g Le, 

Chenyang 

Xu [8] 

Distance 

Regularized 

Level 

Set Method 

Relativel

y Larger 

Timesta

mp To 

Reduce 

Iteration 

MRI 

images 

Li Mi, 

Xu 

Xiangmin, 

Qian 

Min [9] 

Fast 

Level Set 

Method 

On 

Overall 

Information 

Of 

Image 

More 

Accurate, 

Faster 

With 

Accuracy 

Of 95.2% 

Prostrat

e Of 

Nucleus 

Cells. 

Sheng 

Yan, 

Jianping 

Yuan, 

Chaohuan 

Hou [10] 

New 

Extended 

Chan 

Vese 

Level Set 

Model 

The 

Boundary 

Of Cyst Is 

Detected 

Even With 

Noise 

Synthet

ic And 

Ultraso

und 

Images 

Paresh 

Chandra 

Barman, 

Md. 

Sipon 

Miah, 

Bikash 

Chandra 

Singh [11] 

A New 

variational 

Level 

Set 

without re- 

initializa

tion 

Works 

on images 

with 

weak 

boundaries 

and 

strong 

noise. 

MRI 

images 

Chunnin

g Li, Rui 

Huang, 

Zhaohua 

Ding 

[12] 

A Novel 

Region 

Based 

Method 

Much 

More 

Robust To 

Piecewis

e Constant 

MRI 

Images 

And 

Bias 

Correction 

Amir 

Fazlollahi, 

Nicholas 

Dowson, 

Fabrice 

Meriaudeau

.9 

[13] 

Reaction 

Diffusion 

Model 

Selectio

n Of 

Threshold 

On Soft 

Segmentati

on To 

Be More 

Or Less 

Conserv

ative In 

Their 

Estimati

on. 

PET, 

MRI, DTI 

Images 

 

Table 1: Comparison of different LSM method 

 

4. PROPOSED METHODOLOGY DIFFUSION 

LEVEL SET EVOLUTION  

 

Since the zero level is used to represent the object 

contour, we only need to consider the zero level set of 

the LSF. As pointed out in [8], with the same initial 

zero level set, different embedded LSFs will give the 

same final stable interface. Therefore, we can use a 

function with different phase fields as the LSF. 

Motivated by the phase transition theory, we propose to 

construct a TSSM equation by adding a diffusion term 

into the conventional LSE equation. Such an 

introduction of diffusion to LSE will make LSE stable 

without re-initialization.  

 

By adding a diffusion term “εΔφ” into the LSE 

equation in Eq. (3) or Eq. (4), we have the following 

RD equation for LSM: 

 

𝜑t = 𝜀∆𝜑 −  
1

𝜀  L(𝜑) , x∈ Ω ⊂ R
n 

Subject to 𝜑 𝑥, 𝑡 = 0, 𝜀 = 𝜑0 (x) 

 

where ε is a small positive constant, L(𝜑)= -F|∇φ|, 
for PDE-based LSM or L(φ) = –Fδ(φ) for variational 

LSM, Δ is the Laplacian operator defined by Eq. (1) 

has two dynamic processes: the diffusion term “εΔφ” 

gradually regularizes the LSF to be piecewise constant 

in each segment domain Ωi, and the reaction term 

“−ε−1L(φ)” forces the final stable solution of Eq. (1) to 

L(φ)=0, which determines Ωi. In the traditional LSMs , 

due to the absence of the diffusion term we have to 

regularize the LSF by an extra procedure, i.e., re-

initialization. In the following, based on the Van der 

Waals-Cahn-Hilliard theory of phase transitions, we 

will first analyze the equilibrium solution of Eq. (1) 

when ε→0+ for variational LSM, and then generalize 

the analysis into a unified framework for both PDE-

based LSM and variational LSM. Let Ω с R 
n
, n=2 or 3, 

be the domain of the level set function φ and assume 

that E(φ) is an energy functional w.r.t. φ, the Euler 

equations of E(φ) and F(φ) are the same, i.e., 

Eφ(φ)=Fφ(φ), where F(φ ) E(φ). For variational 

LSM, assuming that the L(φ) in Eq. (1) is obtained by 

minimizing an energy functional E(φ), i.e., 

L(φ)=Eφ(φ). 

 

Algorithm : Diffusion based level set evolution(D-

LSE): 

 

1. Initialization: Φ
n
 = φ0, n = 0 

2. Compute φ
n+1/2

as 

          φ
n+1/2

= Φ
n
 - t1. L(𝜑𝑛 

  3. Compute φ
n+1 

as 
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φ
n+1

= Φ
n
  + t2 ∆𝜑𝑛  

 Where Φ
n
 = φ

n+1/2
 

4. If φn+1 satisfies stationary condition, stop; 

otherwise, n = n+1 and return to Step 2. 

 

5.2 IMPLEMENTATION 

 

From the analysis, we see that the equilibrium 

solution of Eq. (1) is piecewise constant as ε→0+, 

which is the characteristic of phase transition [13][14]. 

On the other hand, Eq. (1) has the intrinsic problem of 

phase transition, i.e., the stiff parameter ε–1 makes Eq. 

(1) difficult to implement [11][13][14]. In this section, 

we propose a splitting method to implement Eq. (1) to 

reduce the side effect of stiff parameter ε–1. 

 

5.3 Two-Step Splitting Method (TSSM)  

 

A TSSM algorithm to implement RD has been 

proposed in [11] to generate the curvature dependent 

motion. The reaction function is first forced to generate 

a binary function with values 0 and 1, and then the 

diffusion function is applied to the binary function to 

generate curvature-dependent motion. Different where 

the diffusion function is used to generate curvature-

dependent motion, in our proposed RD based LSM, the 

LSE is driven by the reaction function, i.e., the LSE 

equation. Therefore, we propose to use the diffusion 

function to regularize the LSF generated by the reaction 

function. To this end, we propose the following TSSM 

to solve the RD. 

 

Step 1: Solve the reaction term φ t=–ε–1L(φ) with 

φ(x,t=0)=φn till some time Tr to obtain the 

intermediate solution, denoted by φ
n+1/2 

=φ (x,Tr); 

 

Step 2: Solve the diffusion term φt =εΔφ, φ(x,t=0) 

= φ
n+1/2

till some time Td , and then the final level set is 

φ
n+1 

=φ(x,Td). 

5.4 Numerical Implementation 

 

A. Numerical approximation for the spatial and 

time derivatives:  

 

In implementing the traditional LSMs, the upwind 

scheme is often used to keep numerical stability. By 

introducing the diffusion term, in the proposed D-LSE 

the simple central difference scheme  can be used to 

compute all the spatial partial derivatives ∂(⋅)/∂xi, i = 

1,…,n, and the simple forward difference scheme can 

be used to compute the temporal partial derivative φt . 

 

B. Setting for the time steps Δt1 and Δt2: Since 

Eq. (19) is a linear PDE, the standard Von Neumann 

analysis [19][23][24] can be used to analyze the 

stability for the time step Δt2. 

 

6. EXPERIMENTAL RESULTS 

 

In our experiments, all the competing methods use 

the same level set model, while the only differences are 

the different regularization terms used in them. We set 

ρ = 0.5, other parameters are set according to the 

different experiments.  

 

We first apply the diffusion method to PDE-based 

LSM to demonstrate its superior performance to re-

initialization methods; second, we apply it to edge-

based variational level set models with different Dirac 

functionals and compare it with GDRLSE methods for 

images with weak boundaries; third, we apply the 

DIFFUSION method to classical GAC model [5] and 

the CV model [18] in comparison with GDRLSE and 

representative LSMs with re-initialization; finally, we 

quantitatively compare DIFFUSION with GDRLSE 

methods for the edge-based variational level set model, 

the PDE-based GAC model and the region-based CV 

model. The advantages of our DIFFUSION method 

over re-initialization methods and GDRLSE methods 

are summarized as follows. 

 

A. The DIFFUSION method can keep the LSE 

process stable for both variational LSM and PDE-based 

LSM, and it is much more efficient than re-

initialization method (refer to Figs. 5 and 6 in Section 

5.2). 

 
 

fig(4) Top row: the final LSFs. Bottom row: the 

middle slices of the LSFs in iterations. From left to 

right: results by RD method, re-initialization method 

and the direct implementation without re-initialization. 

We set Δt1=Δt2=0.1.  
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Fig (5) the final LSFs. We set Δt1=Δt2=0.1. 

 

 

Table 2: Comparison of experimental results of 

Diffusion based LSM and DRLSE method. 

 

 

CONCLUSION 

 

In this paper, we proposed a reaction-diffusion 

based level set evolution (LSE), which is completely 

free of the re-initialization procedure required by 

traditional level set methods. A two-step-splitting-

method (TSSM) was then proposed to effectively solve 

the DIFFUSION based LSE. The proposed 

DIFFUSION method can be generally applied to either 

variational level set methods or PDE-based level set 

methods. It can be implemented by using the simple 

finite difference scheme. The DIFFUSION method has 

the following advantages over the traditional level set 

method and state-of-the-art algorithms [9][59][34]. 

First, the DIFFUSION method is general, which can be 

applied to the PDE-based level set methods and 

variational ones. Second, the DIFFUSION method has 

much better performance on weak boundary anti-

leakage. Third, the implementation of the DIFFUSION 

equation is very simple and it does not need the upwind 

scheme at all. Fourth, the DIFFUSION method is 

robust to noise. The experiments on synthetic and real 

images demonstrated the promising performance of our 

approach.  

 

ACKNOWLEDGEMENTS 

 

I take an opportunity to acknowledge and extend my 

heartfelt gratitude to my family and friends who are 

most responsible for helping me complete this work. 

They showed me different ways to approach the 

problems and the need to be persistent to accomplish 

my goal. His discernment in the choice of topic, his 

confidence in me when I doubted myself and his 

admirable guidance are some cogent reasons that make 

me aver that without his support this review paper 

would be a chimera.  

 

REFERENCES: 

 

[1] M. Kass, A. Witkin, and D.Terzopoulos, 

“Snakes: Active contour models,” Int. J. Comput. Vis., 

vol.1, pp. 321–331,1987. 

[2] S. Osher and J. Sethian, “Fronts propagating 

with curvature dependent speed: Algorithms based on 

Hamilton-Jacobi formulations,” J. Comp. Phys., vol. 

79, pp. 12-49, 1988. 

[3] V. Caselles, F. Catte, T. Coll, and F. Dibos, “A 

geometric model for active contours in image 

processing,” Numer. Math., vol. 66, pp. 1-31, 1993 

[4] R. Malladi, J. Sethian, and B. Vemuri, “Shape 

Modeling with Front Propagation: A Level Set 

Approach,” IEEE Trans. Pattern Analysis and Machine 

Intelligence, vol. 27, no. 5, pp. 793–800, 1995. 

[5] V. Caselles, R. Kimmel, and G. Sapiro, 

“Geodesic Active Contours,” Int. J. Comput. Vis., vol. 

22, no. 1 pp. 61–79,1997. 

[6] J. Weickert and G. Kuhne, “Fast methods for 

implicit active contour models,” in Geometric Level Set 

Methods in Imaging, Vision and Graphics, S. Osher 

and N. Paragios, Eds. Springer, 2003. 

[7] H. Zhao, T. Chan, B. Merriman, and S. Osher, 

“A Variational Level Set Approach to Multiphase 

Motion,” J. Comp. Phys., vol. 127, pp. 179-195, 1996. 

[8] D. Peng, B. Merriman, S. Osher, H. Zhao, and 

M. Kang, “A PDE-Based Fast Local Level Set 

Method,” J. Comp. Phys., vol. 155, pp. 410-438, 1999. 

[9] C. Li, C. Xu, C. Gui, and M. D. Fox, “Level set 

evolution without re-initialization: A new variational 

formulation,” Proc. IEEE Conf. Computer Vision and 

Pattern Recognition, vol. 1, pp. 430–436, 2005. 

[10] S. Osher and R. Fedkiw, Level Set Methods and 

Dynamic Implicit Surfaces, Springer-Verlag, New 

York, 2002. [11] B. Merriman, J. Bence, and S. Osher, 

“Motion of Multiple Junctions: A Level Set Approach,” 

J. Comp. Phys., vol. 112, pp. 334-363, 1994 

[12] S. Zhu and A. Yuille, “Region competition: 

unifying snakes, region growing, and Bayes/MDL for 

multiband image 

segmentation,” IEEE Trans. Pattern Analysis and 

Machine Intelligence, vol. 18, no. 9, pp. 884–900, 

1996. 

[13] K. Zhang, L. Zhang, H. Song and W. Zhou, 

“Active contours with selective local or global 

segmentation: a new formulation and level set method,” 

 ∆𝑇 M

u (𝜇) 

La

mda 

(𝛾) 

A

lpha 

(∝) 

∈ (𝜎) t

ime 

DIFF

U-

LSM 

1 0.2/

∆𝑇 

5 -0.3 1.

5 

0.8 4.8 

DRLS

E 

1 0.2/

∆𝑇 

5 -0.3 1.

5 

0.8 6.2 

515

International Journal of Engineering Research & Technology (IJERT)

Vol. 2 Issue 8, August - 2013

IJ
E
R
T

IJ
E
R
T

ISSN: 2278-0181

www.ijert.orgIJERTV2IS80114



Image and Vision Computing, vol. 28, issue 4, pp. 668-

676, April 2010. 

[14] M. Sussman, P. Smereka, S. Osher, “A Level 

Set Approach for Computing Solutions to 

Incompressible Two-Phase Flow,” J. Comp. Phys., vol. 

114, pp. 146-159, 1994. 

[15] D. Adalsteinsson and J. Sethian, “A fast level 

set method for propagating interfaces,” J. Comput. 

Phys., vol. 118, no. 2, pp. 269-277, 1995. 

[16] R. Tsai, and S. Osher, “Level Set Methods and 

Their Applications in Image Science,” 

COMM.MATH.SCI., vol.1, no. 4, pp. 623–656, 2003. 

[17] S. Esedoglu, and Y. Tsai, “Threshold dynamics 

for the piecewise constant Mumford-Shah functional,” 

J. Comp. Phys., vol. 211, pp. 367-384, 2006. 

[18] T. Chan and L. Vese, “Active contours without 

edges,” IEEE Trans.Image Process, vol. 10, no. 2, pp. 

266–277, Feb. 2001. 

[19] G. Aubert and P. Kornprobst, Mathematical 

problems in image processing, New York: Springer-

Verlag, 2000 [20] J. Rubinstein, P. Sternberg, and J. 

Keller, “Fast reaction, slow diffusion, and curve 

shortening,” SIAM J.APPL.MATH, Vol. 49, No. 1, pp. 

116-133, Feb. 1989. 

[21] P. Sternberg, “The effect of a singular 

perturbation on nonconvex variational problems,” 

Arch.Rational Mech.Anal., 

vol. 101, pp. 209-240, 1988. 

[22] L. Evans, Partial Differential Equations, 

Providence: American Mathematical Society, 1998. 

[23] J. Xu, H. Zhao, “An Eulerian Formulation for 

Solving Partial Differential Equations Along a Moving 

Interface,” J. Sci. Comp., vol. 19, pp. 573-594, 2003. 

[24] J. Strikwerda, Finite difference schemes and 

partial differential equations, Wadsworth & 

Brooks/Cole Advanced Books & Software, Pacific 

grove, California, 1989.  

[25] S. Allen and J. Cahn, “A Microscopic Theory 

for Antiphase Boundary Motion and Its Application to 

Antiphase 

Domain Coarsening,” Acta Metallurgica., vol. 27, 

pp. 1085-1095, 1979. 

[26] S. Baldo, “Minimal Interface Criterion for 

Phase Transitions in Mixtures of Cahn-Hilliard Fluids,” 

Annals Inst. 

Henri Poincare., vol. 7, pp. 67-90, 1990. 

[27] G. Barles, L. Bronsard, and P. Souganidis, 

“Front Propagation for Reaction-Diffusion Equations 

of Bistable Type,” Annals Inst. Henri Poincare., vol. 9, 

pp. 479-496, 1992. 

[28] I. Fonseca and L. Tartar, “The Gradient Theory 

of Phase Transitions for Systems with Two Potential 

Wells,” Proc. Royal Soc. Edinburgh., vol. 111A, no. 

11, pp. 89-102, 1989. 

[29] http://www.engr.uconn.edu/~cmli/ 

[30] C. Li, C. Kao, J. Gore, and Z. Ding, “Implicit 

Active Contours Driven by Local Binary Fitting 

Energy,” Proc. IEEE Conf. Computer Vision and 

Pattern Recognition, pp. 1–7, 2007. 

[31] L. Modica, “The Gradient Theory of Phase 

Transitions and the Minimal Interface Criterion,” Arch. 

Rational Mech. Anal., vol. 98, pp. 123-142, 1987. 

[32] P. Sternberg, “Vector-Value Local Minimizers 

of Nonconvex Variational Problems,” J.Math., vol. 21, 

pp. 799-807, 1991. 

[33] C. Samson, L. Blanc-Feraud, G. Aubert, and J. 

Zerubia, “A Variational Model for Image Classification 

and Restoration,” IEEE Trans. Pattern Analysis and 

Machine Intelligence, vol. 22, no. 5, pp. 460-471, 2000. 

[34] X. Xie, “Active Contouring Based on Gradient 

Vector Interaction and Constrained Level Set 

Diffusion,” IEEE Trans. Image Processing, vol. 19, no. 

1, pp. 154-164, Jan. 2010. 

[35] D. Chopp, “Computing Minimal Surface via 

Level Set Curvature Flow,” J.Comput.Phys., vol. 106, 

pp. 77-91,  1993. 

[36] W. Mulder, S. Osher and J. Sethian, 

“Computing Interface Motion in Compressible Gas 

Dynamics,” J.Compt. 

Phys., vol. 100, pp. 209-228, 1992. 

[37] E. Rudin and A. Tourin, “A Viscosity Solutions 

Approach to Shape-From-Shading,” SIAM J.Num. 

Anal., vol. 29, pp. 867-884, 1992. 

[38] G. Russo and P. Smereka, “A Remark on 

Computing Distance Functions,” J.Comput. Phys., vol. 

163, pp. 51-67, 2000. 

[39] M. Sussman and E. Fatemi, “An Efficient 

Interface-Preserving Level Set Redistancing Algorithm 

and Its Application to Interfacial Incompressible Fluid 

Flow,” SIAM J.Sci. Comput., vol. 20, pp. 1165-1191, 

1999. 

[40] J. Gomes and O. Faugeras, “Reconciling 

distance functions and Level Sets,” J.Visiual 

Communic. And Imag. 

Representation, vol. 11, pp. 209-223, 2000. 

[41] C. Li, C. Kao, J. C. Gore, and Z. Ding, 

"Minimization of Region-Scalable Fitting Energy for 

Image Segmentation", IEEE Trans. Image Processing, 

vol. 17 (10), pp. 1940-1949, 2008. 

[42] L. Vese and T. Chan, “A multiphase level set 

framework for image segmentation using the Mumford-

Shah model,” Int. J. Comput. Vis., vol. 50, pp. 271-293, 

2002. 

[43] D. Mumford, J. Shah, “Optimal approximation 

by piecewise smooth function and associated 

variational problems,” Communication on Pure and 

Applied Mathematics, vol. 42, pp. 577-685, 1989. 

516

International Journal of Engineering Research & Technology (IJERT)

Vol. 2 Issue 8, August - 2013

IJ
E
R
T

IJ
E
R
T

ISSN: 2278-0181

www.ijert.orgIJERTV2IS80114



[44] S. Chen, B. Merriman, S. Osher, P. Smereka, 

“A simple level set method for solving Stefan 

problems,” J. Comp. Phys., vol. 135, pp. 8-29, 1997. 

[45] F. Clarke, Optimization and Nonsmooth 

Analysis, Wiley, New York, 1983. 

[46]http://www.eecs.berkeley.edu/Research/Projects

/CS/vision/bsds/ 

[47]http://civs.stat.ucla.edu/old/Segmentation/Regio

n_competition/region_competition.htm 

[48] S. Ruuth, “A diffusion-generated approach to 

multiphase motion,” J.Comput. Phys., vol. 145, pp. 

166-192, 1998. 

[49] S. Ruuth, B. Merriman, “Convolution generated 

motion and generalized huygens’s principles for 

interface motion,” SIAM J. APPL. MATH., vol. 60, no. 

3, pp. 868-890, 2000. 

[50] B. Merriman and S. Ruuth, “Diffusion 

generated motion of curves on surfaces,” J.Comput. 

Phys., vol. 225, pp.2267-2282, 2007. 

 [51] S. Ruuth, “Efficient algorithm for diffusion-

generated motion by mean curvature,” J.Comput. Phys., 

vol. 144, pp  603-625, 1998. 

[52] K. Zhang, H. Song, and L. Zhang, “Active 

contours driven by local image fitting energy,” Pattern 

recognition, vol. 43, no. 4, pp. 1199-1206, 2010. 

[53] K. Zhang, L. Zhang and S. Zhang, “A 

VARIATIONAL MULTIPHASE LEVEL SET 

APPROACH TO SIMULTANEOUS 

SEGMENTATION AND BIAS CORRECTION,” in 

Proc. ICIP, 2010, pp. 4105-4108.. 

[54] S. Zhu and D. Mumford, “Prior Learning and 

Gibbs Reaction-Diffusion,” IEEE Trans. Pattern 

Analysis and Machine Intelligence, vol. 19, no. 11, pp. 

1236–1250, 1997. [55] G. Turk, “Generating Textures 

on Arbitrary Surfaces Using Reaction-Diffusion,” 

Computer Graphics, vol. 25, no. 

4, 1991. 

[56] A. Witkin, and M. Kass, “Reaction-diffusion 

textures,” ACM SIGGRAPH, 1991. 

[57] A. Sanderson, M. Kirby, C. Johnson, and L. 

Yang, “Advanced Reaction-Diffusion Models for 

Texture Synthesis,” Journal of Graphics Tools, vol. 11, 

no. 3, pp. 47-71, 2006.  

[58] A. Turing, “The Chemical Basis of 

Morphogenesis,” Philosophical Transactions of the 

Royal Society of London. Series B, Biological Sciences, 

vol. 237, no. 641, pp. 37-72, 1952. 

[59] C. Li, C. Xu, C. Gui, and M. D. Fox, “Distance 

Regularized Level Set Evolution and Its Application to 

Image 

Segmentation,” IEEE Trans. Image Processing, vol. 

19, no. 12, pp. 154-164, Dec. 2010. 

[60] S. Kichenesamy, A. Kumar, P. Olver, A. 

Tannenbaum, and A. Yezzi. Conformal curvature 

flows: from phase transitions to active contours. 

Archive for Rational Mechanics and Analysis, vol. 134, 

no. 3, pp. 275-301, 1996 

[61] X. Bresson, S. Esedoglu, P. Vandergheynst, J. 

Thiran, S. Osher, “Fast Global Minimization of the 

Active Contours/Snakes Model,” J.Math Imaging Vis., 

vol. 28, pp. 151–167, 2007. 

[62] T. Chan, S. Esedoglu, and M. Nikolova, 

“Algorithms for finding global minimizers of image 

segmentation and denoising models,”SIAM 

J.APPL.MATH., vol. 66, no. 5, pp. 1632-1648, 2006. 

[63] M.Kumaravel, S.Karthik, P.Sivraj,  

K.P.Soman,”  Human Face Image Segmentation using 

Level Set Methodology”, International Journal of 

Computer Applications (0975 – 8887) Volume 44– 

No12, April 2012. 

[64]Virginia Estellers, Dominique Zosso, Rongjie 

Lai†, Stanley Osher_ Jean-Philippe Thiran, Xavier 

Bresson,” An Efficient Algorithm for Level Set 

“Method Preserving Distance Function, IEEE.,2012 

 

517

International Journal of Engineering Research & Technology (IJERT)

Vol. 2 Issue 8, August - 2013

IJ
E
R
T

IJ
E
R
T

ISSN: 2278-0181

www.ijert.orgIJERTV2IS80114


