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Abstract

Image segmentation is one of the difficult research problems in the machine vision industry and pattern recognition. Thresholding is a simple but effective method to separate objects from the background. A commonly used method the Otsu method to improves the image segmentation effect obviously. It’s simpler and easier to implement. However it fails if the histogram is unimodal or close to unimodal. Under studying the principle of the Otsu method, an improved threshold image segmentation algorithm based on the Otsu method is developed. Because the optical threshold should near the cross where the object and the background intersect, the probability of occurrence at the threshold value should divide into two parts. Its half belongs to object and half belongs to background. Then we apply a new weight to the Otsu method, this weight can make sure that the result threshold value will always reside at the valley of the two peaks or at the bottom rim of a single peak. Moreover, it ensures that both the variance of the object and the variance of the background keep away from the variance of the whole image.
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Introduction

In many applications of image processing, the gray levels of pixels belonging to the object are substantially different from the gray levels of the pixels belonging to the background. Thresholding then becomes a simple but effective tool to separate objects from the background. Thresholding technique has been widely used in machine vision Industry and image analysis. Over the years many image thresholding have been developed, the most often used method including: Minimum error thresholding, the Otsu method, Moment-preserving thresholding and so on. More recent studies about this subject can be found in Sauvola and Pietikainen [12], and Sahoo [11] and so on. Otsu [10] proposed a dynamic thresholding selection method in 1979. This, in turn, fuelled interest in image-based texture synthesis algorithms. Such an algorithm should be able to take a sample of texture and generate an unlimited amount of image data which, while not exactly like the original, will be perceived by humans to be the same texture. There are however typical functions which are found in many computer vision systems. In image segmentation, the objects range from no defect, small defect, to large defect.
Image Acquisition

A digital image is produced by one or several image sensors, which, besides various types of light-sensitive cameras, include range sensors, tomography devices, radar, ultra-sonic cameras, etc. Depending on the type of sensor, the resulting image data is an ordinary 2D image, a 3D volume, or an image sequence.

Pre-processing

Both image enhancement and image segmentation are most practical approaches among virtually all automated image recognition systems. Feature extraction and recognition have numerous applications on telecommunication, weather forecasting, environment exploration and medical diagnosis. Image enhancement and image segmentation are major aspects for most automated image recognition systems. In a variety of areas in science and engineering, there are the increasing demands on novel image processing techniques. Image enhancement is the converting procedure into the better quality images for feature extraction and object recognition.

Feature extraction

In pattern recognition and in image processing, feature extraction is a special form of dimensionality reduction. When the input data to an algorithm is too large to be processed and it is suspected to be notoriously redundant (much data, but not much information) then the input data will be transformed into a reduced representation set of features (also named features vector). Transforming the input data into the set of features is called features extraction. If the features extracted are carefully chosen it is expected that the features set will extract the relevant information from the input data in order to perform the desired task using this reduced representation instead of the full size input.

Image Enhancement

We can define image enhancement as away to improve the quality of image, so that the resultant image is better than the original one, the process of improving the quality of a digitally stored image by manipulating the image with MATLAB software. It is quite easy, for example, to make an image lighter or darker, or to increase or decrease contrast. MATLAB also supports many filters for altering images in various ways.Image enhancement techniques can be divided into two broad categories:

1. Spatial domain techniques, which operate directly on pixels, and
2. Frequency domain techniques, which operate on the Fourier transform of an image.

Gabor filter enhancement technique

The Gabor filter [2] was originally introduced by Dennis Gabor, we used it for MRI images[5]. The Gabor function has been recognized as a very useful tool in computer vision and image processing, especially for texture analysis, due to its optimal localization properties in both spatial and frequency domain.

Gabor filter

A Gabor filter is a linear filter whose impulse response is defined by a harmonic function multiplied by a Gaussian function. Because of the multiplication-convolution property (Convolution theorem), the Fourier transform of a Gabor filter's impulse response is the convolution of the Fourier transform of the harmonic function and the Fourier transform of the Gaussian function.
Gabor filters are directly related to Gabor wavelets, since they can be designed for number of dilations and rotations. However, in general, expansion is not applied for Gabor wavelets, since this requires computation of biorthogonal wavelets, which may be very time-consuming.

Gabor filters have been used in many applications, such as texture segmentation, target detection, fractal dimension management, document analysis, edge detection, retina identification, and image coding and image representation. A Gabor filter can be viewed as a sinusoidal plane of particular frequency and orientation, modulated by a Gaussian envelope.

\[ h(x, y) = s(x, y) g(x, y) \]

\[ s(x, y) : \text{Complex sinusoid} \]

\[ g(x, y) : 2\text{-D Gaussian shaped function, known as envelope} \]

\[ s(x, y) = e^{-j2\pi(u_0x + v_0y)} \]

\[ g(x,y) = \frac{1}{\sqrt{2\pi} \sigma_x \sigma_y} e^{-\frac{1}{2} \left( \frac{x'^2}{\sigma_x^2} + \frac{y'^2}{\sigma_y^2} \right)} \cos(2\pi f x') \]

\[ x' = x\sin\theta + y\cos\theta \]

\[ y' = x\cos\theta - y\sin\theta \]

Where \( f \) is the frequency of the sinusoidal plane wave at an angle \( \theta \) with the x-axis, and \( \sigma_x \) and \( \sigma_y \) are the standard deviations of the Gaussian envelope along the x and y axes, respectively.

Image segmentation technique

Segmentation divides an image into its constituent regions or objects. The segmentation of medical images in 2D, slice by slice has many useful applications for the medical professional: visualization and volume estimation of objects of interest, detection of Abnormalities (e.g. tumours, polyps, etc.), tissue quantification and classification, and more.

The goal of segmentation is to simplify and/or change the representation of an image into something that is more meaningful and easier to analyse. The result of image segmentation is a set of segments that collectively cover the entire image, or a set of contours extracted from the image.
(edge detection). Each of the pixels in a region is similar with respect to some characteristic or computed property, such as colour, intensity, or texture. Adjacent regions are significantly different with respect to the same characteristic.

**Otsu Threshold Method**

Otsu’s thresholding technique[3] is based on a discriminant analysis which partitions the image into two classes \( C_0 \) and \( C_1 \) at gray level \( t \) such that \( C_0 = \{0, 1, 2, ..., t\} \) and \( C_1 = \{t+1, t+2, ..., L-1\} \) where \( L \) is the total number of the gray levels of the image. Let the number of pixels at the \( i^{th} \) gray level be \( n_i \), and \( n \) be the total number of pixels in a given image. The probability of occurrence of gray level \( i \) is

\[
p_i = \frac{n_i}{n}
\]

\( C_0 \) and \( C_1 \) are normally corresponding to the object of interested and the background, the probabilities of the two classes are \( w_0 \) and \( w_1 \)

\[
w_0 = \sum_{i=0}^{t} p_i , \quad w_1 = \sum_{i=t+1}^{L-1} p_i
\]

We used Otsu’s method [4] using (gray thresh) function which Compute global image threshold using Otsu's method. Otsu’s method is based on threshold selection by statistical criteria. Otsu suggested minimizing the weighted sum of within-class variances of the object and background pixels to establish an optimum threshold. Recall that minimization of within-class variances is equivalent to maximization of between-class variance. This method gives satisfactory results for bimodal histogram images. Threshold value based on this method will be between 0 and 1, after achieve this value we can segment an image based on it.

**Histogram and probability function**

The dynamic range of the gray levels in an image provides global information on the extent or spread of intensity levels across the image. However the dynamic range does not provide any information on the existence of intermediate gray levels in the image. The histogram of an image provides information of the spread of gray levels over the complete dynamic range of the image across all pixels in the image.

The distribution of gray levels over the full available range is represented by the histogram. The histogram provides quantitative information on the probability of occurrence of each gray level in the image.

The histogram is used to display the brightness of gray level component, showing the occurrence frequency of the pixel counts for each of 256 intensity levels. The occurrence of the gray level component is described as the co-occurrence matrices of relative frequencies. The probability function of gray level image is estimated from its histogram, which is formulated as, where \( p(k) \) is the probability distribution function and \( h(k) \) is the histogram function. In Figs. 3.4 and Figs. 3.5, the histograms and probability functions of the gray
level original and enhanced images via gabor enhancing are plotted. The p(k) acts as the basis to determine quantitative measures[1].

\[ p(k) = \frac{h(k)}{\sum h(k)} \]

b. probability function

![Histogram and probability function](image)

**Fig 6. histogram and probability function of enhanced image**

**Histogram and probability distribution function of segmented image**

The histogram of an image provides information of the spread of gray levels over the complete dynamic range of the image across all pixels in the image. The histogram is used to display the brightness of gray level component, showing the occurrence frequency of the pixel counts for each of 256 intensity levels. we see that the components of the histogram in this image cover a broad range of the gray scale and it is reasonable to conclude that an image whose pixels tend to occupy the entire range of possible gray levels and, in addition, tend to be distributed uniformly, will have an appearance of high contrast and will exhibit a large variety of gray appearance of high contrast and will exhibit a large variety of gray tones[1].
Conclusion

The histogram of an image provides information of the spread of gray levels over the complete dynamic range of the image across all pixels in the image. The histogram is used to display the brightness of gray level component, showing the occurrence frequency of the pixel counts for each of 256 intensity levels. We see that the components of the histogram in this image cover a broad range of the gray scale and it is reasonable to conclude that an image whose pixels tend to occupy the entire range of possible gray levels and, in addition, tend to be distributed uniformly, will have an appearance of high contrast and will exhibit a large variety of gray tones. We see that the components of the histogram are concentrated on the low (dark) side of the gray scale. Similarly, the components of the histogram of the bright image are biased toward the high side of the gray scale. In this image pixels are concentrated either at low side and at high side.

The probability function of gray level image is estimated from its histogram. It shows the probability with such intensity level. In this figure probability of higher intensity level and lower intensity level is high means more pixels are there with such intensity level.
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