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Abstract— The main stay of this project is to find the 

connections between emotions and affective terms by 

categorizing the web-content, based on the emotion present in it 

and also predicting the emotions from text automatically. 

Emotions can provide a new aspect for categorizing different 

documents, and therefore it will be useful for online users to 

select related documents based on their emotional preferences.        

In order to predict the emotion contained in a text, a joint 

emotion topic model by augmenting Latent Dirichlet Allocation 

(LDA) with an additional layer for emotion modeling is used. 

Using this, it first generates a set of latent topics from emotions, 

followed by generating emotional terms from each topic., which 

finally provides  a specific emotion for a particular content or 

text from a document-specific emotional distribution. The 

emotion-topic model utilizes the complementary advantages of 

both emotion-term model and emotion-topic model. Emotion-

topic model allows associating the terms and emotions via topics 

which is more flexible and has better modeling potential. This 

model notably improves the performance of social emotion 

prediction. 

Key Words— Affective terms, Emotion modelling, Emotion-

term model, Latent Dirichlet Allocation(LDA). 

1. INTRODUCTION 

 

     In this 21st century, almost all the online users spend most 

of their time on social websites. Hence numerous social 

websites now provide a service that allows users to share their 

emotions after browsing different articles. The user-generated 

social emotions provide a new aspect for document 

categorization, and they help online users to select related 

documents based on their emotional preferences. Each and 

every article or text can evoke a pleasant or agonizing 

experience because of their glossologic relation to emotional 

concepts. However, the way how text documents affect online 

users‟ social ardour is yet to be unveiled. Automatic detection 

of emotions refers to the problem of recognizing and mining 

connections between social emotions and online documents, 

including prophesying emotions from online documents and 

associating emotions with hidden topics. A straightforward 

method is to manually build a dictionary of affective terms for 

each ardour. But, building a dictionary is not only labor 

engrossing, but also unable to quantize the connection 

strengths between affective terms and social emotions. As an 

alternative, Naive Bayes provides a principled way to estimate 

term-emotion associations using their co-occurrence counts. In 

this work, a joint emotion-topic model for social affective text 

mining, which introduces a subsidiary layer of emotion 

modeling into Latent Dirichlet Allocation (LDA), is used. In 

more details, the model follows a three-step generation 

process for affective terms, which first generates an ardour 

from a document-specific emotional distribution, then 

generates a hidden topic from a  Multinominal distribution 

conditioned on ardour, and finally generates document terms 

from another Multinominal distribution based on latent topics. 

Text based emotion detection systems have gone a step 

beyond simple word matching by performing a semantic 

analysis of the text.  As a complete generative model, the 

emotion-topic model allows us to infer a number of 

conditional probabilities for unseen documents, e.g., the 

probabilities of hidden topics given an ardour, and that of 

terms given a topic.  

 

     We have evaluated this model on www.thehindu.com and 

applied this for several articles. It has been found that this 

model works effectively in discovering meaningful latent 

topics from news documents. This model can also distinguish 

the topics with strong emotions from disquieting ones. For 

social emotion prediction, proposed model predominates 

emotion-term model, term-based SVM model, and topic-based 

SVM model substantially by 34.3, 8.10, and 15.31 percent, 

respectively, in terms of accuracy, which further verifies the 

effectiveness of this model. Fig 1.1 shows the frequency of 

each emotion identified in a particular document. Here we can 

see that the emotion happy has the highest frequency and 

hence conclude that this particular document contains happy 

content. The other emotions identified from this document are 

sad, surprise, sympathy, love, devotional, friendship among 

which the emotion „devotional‟ shows the minimum 

frequency. 
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             Emotions      

 

Fig 1.1 An example showing frequency of different 

emotions based on an emotional content. The emotions from 

left to right are happy, sad, surprise, sympathy, love, 

devotional, friendship. 

 

This paper mainly focused on the emotion classification of 

different documents extracted from social web sites. 

Documents may sometimes contain only a few words and are 

often written by creative people with the intention to 

“provoke” emotions, and consequently to attract the readers‟ 

engrossment. These specialities make this type of text 

particularly suitable for use in automatic emotion recognition. 

 

2. RELATED WORKS 

 

The topic „Detection of Emotions in Text‟ have been 

discussed and evaluated using different algorithms, 

classification methodologies etc by several authors. Carlo 

Strapparava and Rada Mihalcea[3] introduced a work to 

identify emotions in text in 2008. This paper describes 

experiments concerned with the automatic analysis of 

emotions in text. This follows a rule-based system using a 

linguistic approach. A first pass through the data 

“uncapitalizes” common words in the title of the content. The 

system then used the Stanford syntactic parser on the 

modified titles, and identifies what is being said about the 

main subject by exploiting the dependency graph obtained 

from the parser. Each word is first rated separately for each 

emotion and then the main subject rating is boosted. Several 

knowledge-based and corpus based methods are used for the 

automatic identification of emotions in text. Knowledge-

based (WORDNET and LSA) and corpus-based (Naïve 

Bayes classifier) classification methods are used here. In this 

work, experiments for the automatic annotation of emotions 

in text are done. Though comparative evaluations of several 

knowledge-based and corpus-based methods carried out on a 

large data set of 1,000 deadlines, they tried to identify the 

methods that work even best for the annotation of emotions 

since precision of this work is very low. 

 

 

 

Zornitsa Kozareva et al[18]focused on headline emotion 

classification approach based on frequency and co-occurrence 

information collected from the World Wide Web in 2007. 

This approach is based on the hypothesis that group of words 

which co-occur together across many documents with a given 

emotion are highly probable to express the same emotion. 

Binary text classification method is used here. Emotion 

classification is a challenging and difficult task in Natural 

Language Processing. For the first attempt to detect the 

amount of angry, fear, sadness, surprise, disgust and joy 

emotions, they have presented a simple web co-occurrence 

approach. They have combined the frequency count 

information of three  search engines and measured the Mutual 

Information score between a bag of content words and 

emotion. According to the yielded results, the presented 

approach can determine whether one emotion is predominant 

or not, and most of the correct sentiment assignments 

correspond to the negative emotions since they did not 

consider the impact of valence shifter. 

 

Rada Mihalcea et al[6] introduced the technique of 

Affective Text Mining in the year 2007. In this paper, the 

connection between emotions and lexical semantics is used for 

the classification of emotions and valence (positive/negative 

polarity). Here each word is first rated separately for each 

emotion and for valence. Next, the main subject rating was 

boosted. Contrasts and accentuations between “good” or 

“bad” were detected, making it possible to identify surprising 

good or bad news. The system also takes into account: human 

will (as opposed to illness or natural disasters). Fine Grained 

(Pearson measure) and Coarse Grained Analysis are used here. 

The results obtained from this work indicate that the task of 

emotion annotation is difficult. Although the Pearson 

correlation for the inter-tagger agreement is not particularly 

high, the gap between the results obtained by the systems and 

the upper bound represented by the annotator agreement 

suggests that there is room for future improvements. 

 

Minqing Hu and Bing Liu[9] introduced the approach of 

Mining Opinion Features in Customer Reviews in 2004. This 

paper mainly focused on mining opinion/product features that 

the reviewers have given judgement. A number of techniques 

are presented to mine such features. The experimental results 

show that these approaches are highly effective. Here the 

system performs summarization in two main steps: feature 

extraction and opinion orientation identification. The inputs to 

the system are a product name and an entry page for all the 

reviews of the product. The output is the summary of reviews. 

Here, pre-processing includes the deletion of stop words, 

stemming and fuzzy matching. Symbolic Approach and 

Statistical Approach are used here.  In this paper, they 

proposed a number of techniques for mining opinion features 

from product reviews based on data mining and natural 

language processing methods. But grouping features 

according to the strength of the opinions that have not been 

expressed on them. This will further improve the feature 

extraction and the subsequent summarization. 
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3. SOCIAL AFFECTIVE TEXT MINING 

 

     Consider an online text collection D associated with a 

dictionary W, and a set of predefined emotions E. In 

particular, each document d in D consists of a number of 

words w, and a set of emotion labels. Frequency count of 

each emotion is also collected by the social websites. The 

main objective here is to accurately model the connections 

between words and emotion, and enhance the potential of its 

related tasks such as emotion prediction. To achieve this, two 

models are presented here. 1) emotion-term model that uses 

Naive Bayes to model social emotion and affective terms via 

their co occurrences and 2) a LDA topic model which utilizes 

the term co occurrence information within a document and 

discovers the inherent topics within affective text. Then, later 

on the proposed emotion-topic model is described that can 

jointly estimate the hidden document topics and emotion 

distributions in an integrated probabilistic model. 

 

3.1  Emotion Term Model 

 

     Emotion Term Model is mainly used to model the word-

emotion association, which follows the Naive Bayes method 

by assuming words are independently generated from social 

emotion labels[14]. This model is based on Maximum 

Likelihood Estimation (MLE) where co occurrence count 

between words and emotions are estimated for all the 

documents. 

 

3.2  Topic Model 

 

     The topic model used in this work is LDA which is one of 

the most successful models. LDA overcomes the different 

problems faced by other models like pLSI by introducing a 

Dirichlet prior over topics and words. LDA can only discover 

the topics from document and cannot bridge the connection 

between social emotion and affective text. In the first study of 

LDA, Blei et al. [8] proposed a convexity-based variation 

inference method for inference and parameter estimation 

under LDA. In this work, an alternative parameter estimation 

method, Gibbs sampling, is used[14]. 

 

3.3  Emotion-Topic Model 

     

     Emotion-term model only treats different terms 

individually and cannot discover the circumstantial 

information within the document. It is more sensible to 

associate emotions with a specific topic instead of 

considering only a single term[9]. While topic model utilizes 

the contextual information within the documents, it stalls to 

utilize the emotional distribution to provide the topic 

generation. Here a new approach called emotion-topic model 

is used. The emotion-topic model overcomes these drawbacks 

by introducing an additional emotion generation layer to 

Latent Dirichlet Allocation. The algorithm works by 

randomly assigning all the words to emotions and topics[14]. 

Then repeat Gibbs sampling on each word in the document 

collection. This sampling process is repeated for N iterations 

when the stop condition is met. 

 

4. THE PROPOSED SYSTEM 

 

     In the proposed system, to increase the efficiency of the 

processes a joint Emotion topic model for social affective text 

mining which introduces an additional layer of emotion 

modeling in to Latent Dirichlet Allocation is used. The 

proposed emotion topic model allows inferring a number of 

conditional probabilities of different documents, the 

probabilities of latent topics given an emotion, and that of 

terms given a topic. The objective is to accurately model the 

connections between words and emotions, and improve the 

potential of its related tasks such as emotion prediction. The 

emotion-topic model accounts for social emotions by 

introducing an additional emotion generation layer to Latent 

Dirichlet Allocation. The four modules used  in emotion 

mining are 1)Admin Process 2)Latent topic generation and 

processing 3)Extraction and Optimization Process 4)Social 

Affective Text Mining and Emotion Prediction. 

 

4.1  Admin Process 

 

     The administrator collects large amount of URL‟s and 

provides it to the server. The server will cross check whether 

the given URL contents are already present in the database. If 

the contents are not there, the server will extract and optimize 

the contents and finally check the vocabulary to find any stop 

words if present. The emotions in the content will be then 

categorized and stored in the database. And finally, from the 

categorized content the emotion will be predicted based on its 

probability. Emotion-topic model is used here inorder to find 

the emotion contained in a huge document based on LDA. 

 

4.2  Latent Topic Generation 

 
     Here latent topics are generated for each of the identified 

emotion. As the quantity and quality of the latent topics 

increases, the efficiency of affective text mining also 

increases[14]. After collecting and categorizing each latent 

topics based on different emotions, it is stored in the 

database. This will be later used to check with the extracted 

content. 

 

4.3  Extraction And Optimization 

 
     Here the title and main body of each article or document is 

extracted. The access of its main body provides the basis for 

modeling latent topics and helps alleviate the issue of data 

sparseness. First we have to segment all the words for each 

article. Then apply named entity recognition to filter out 

person names from the documents, because we found that 

few of the person names occurring in news articles bear any 

consistent affective meanings[11]. Finally remove all the stop 

words that represent no meaning related to any of the 

specified emotions and thus optimizing the content. 

 

4.4  Social Affective Text Mining And    Emotion Prediction 

     The Emotion Prediction process works as follows. 

Consider an online text document D, associated with a 

vocabulary W, and a set of already defined emotions E. Each 

document d, included in D consists of a number of words 
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{wi}, wi belongs to W, and a set of emotion labels {ek}, ek 

belongs to E. For each emotion e, we find the frequency 

count of each word w .Here we are comparing the extracted 

and optimized content with the already endowed latent topics 

that relates to each emotion. Based on the result we are 

predicting which emotion the particular content represents. 

The user can also provide emotion and based on which the 

contents will be displayed. Here the connections between 

words and emotions are established successfully based on 

topic modelling and hence the performance of its related 

tasks such as emotion prediction also improved. 

 

 

5. EVALUATION METRICS 

 

     Identifying emotion in text is a type of text classification 

problem. There are many measures used in text classification. 

Here, the most commonly used measures are precision, recall, 

and F-measure. The common metric of interest in evaluating 

classification systems is how accurate the system is. More 

specifically, what portion of data belonging to known classes 

(labelled data) is correctly assigned to those classes. Four 

datasets were used for the purpose of detecting emotions in 

text, with sentence-level emotion annotations, used for 

evaluating emotion identification techniques (news headlines, 

reports on personal experiences and children‟s fairy tales).  

Classification accuracy is usually measured in terms of 

precision and recall[15]. These two basic measures are 

explained here for a given document. These are computed as 

follows: 

 

Precision      =             TP 

         TP+FP 

                              

Recall          =              TP 

        TP+FN 

True Positive (TP) refers to the number of examples that are 

classified correctly as belonging to the class, while False 

Positive (FP) stands for the number of incorrectly classified 

examples. False Negative (FN) is the number of examples we 

incorrectly classify as negative [15]. To make it easy to 

understand, a binary classification problem is taken as an 

example. There is a positive class and a negative class for a 

binary classifier. A 2-by-2 confusion matrix shown in Figure 

5.1 shows the number of documents predicted correctly and 

incorrectly into the two classes. 

 

Table 5.1   2-by-2 confusion matrix 

 
  Predicted Emotion 

  Positive Negative 

Actual    

Emotion 

Positive a b 

Negative c d 

 
 

The definition of four values is as follows for a given class: 

a – number of documents correctly assigned to the class (True 

Positive) 

b – number of documents incorrectly assigned to the class 

(False Negative) 

c – number of documents incorrectly rejected from the class 

(False Positive) 

d – number of documents correctly rejected from the class 

(True Negative) 

 

     Based on these values, (a + b) are the number of 

documents which truly belong to the positive class. In 

contrast, (c + d) documents belong to the negative class in the 

confusion matrix. Precision and recall performance measures 

are defined and computed from these values. 

       

     However, in general precision and recall are not taken into 

account alone due to its variability. The variability may 

mislead some of the performance measures. For this reason, a 

new alternative is used called F-measure[13].  It  is used as a 

metric for effectiveness of classification. The F-measure is 

defined as follows:  

 

F-measure      =             2 x Precision x Recall 

                                        Precision + Recall 

 

     The F-measure was designed to balance weights of 

precision and recall. The F-measure values are in the interval 

(0, 1) and larger F-measure values correspond to higher 

classification quality. The measure is a popular metric for 

evaluating classification systems and is most often used to 

compare the performance of classifiers [13]. 

 

5.1  Text Similarity Measures 

 

     A number of different methods have been devised and 

compared for evaluating the semantic similarity of 

documents. Documents can be represented as vectors through 

VSM (Vector Space Model) [16]. The vector-based semantic 

representation of documents leads to a lot of benefits to take 

advantage of various linear algebra operations. On top of that, 

terms, sentences, paragraphs, and documents can be 

represented in a uniform way on the vector space [5]. 

Similarity between sentences is computed in one of two 

ways. The first technique is the dot-product calculating the 

Euclidean distance between the two vectors and the second 

method is the cosine similarity taking a measure of the angle 

between the vectors [16]. The latter technique emphasizes the 

directions of vectors rather than the lengths of them. 

Euclidean distance is a generally used measure of similarity 

in the area of image data, while cosine similarity is widely 

exploited in the realm of text data [2]. In particular, cosine 

similarity is commonly used in some supervised learning 

algorithms for document categorization [6].  

 

     The similarity in a lower dimensional semantic space is 

measured by the standard cosine value. More importantly, a 

vector space model allows words, synsets, and sentences to 

be compared with each other as well as to be represented 

homogeneously. In practice, the cosine of the angle between 

an input vector (input sentence) and an emotional vector 

(emotional synsets) is computed to identify which emotion 

the sentence connotes [3]. Linear combinations of emotional 

synonym vectors are used in order to form a vector 

representation of one emotion. The more closely two vectors 
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are related semantically, the higher their cosine value is. As 

an example, assume that the input sentence is “In a cottage in 

a large forest, I was alone for a while”. If the calculated 

cosine values between the input and “joy” vector, and “fear” 

vector are 0.3 and 0.7, respectively, it is concluded that the 

input sentence implies the fear emotion. if the cosine 

similarity does not exceed a threshold, the input sentence is 

labelled as “neutral”, the absence of emotion. Otherwise, it is  

labelled with one emotion associated with the closest 

emotional vector having the highest similarity value. 

 
6. RESULT AND ANALYSIS 

 
     In order to predict the emotion contained within a 

document, LDA under topic modelling is used. Here, the 

latent topics are identified from a given input document or 

article and then different classification algorithms are used to 

convert pseudo-documents into predefined categories. Then 

dimension reduction is done which improves the accuracy of 

emotion prediction process. This is followed by extraction 

and optimization process which removes all the stop words 

that represent no meaning related to any of the specified 

emotions and thus optimizing the content. The extraction and 

optimization process is shown in figure 6.1 and 6.2 

respectively. Admin have to login in order to perform 

extraction and optimization. The administrator collects large 

amount of URL‟s and provides it to the server. The server 

will cross check whether the given URL contents are already 

present in the database. If the contents are not there, the 

server will extract and optimize the contents and finally 

check the vocabulary to find any stop words if present. The 

emotions in the content will be then categorized and stored in 

the database. And finally, from the categorized content the 

emotion will be predicted based on its probability. Text based 

emotion detection systems have gone a step beyond simple 

word matching by performing a semantic analysis of the text. 

Techniques for detecting emotions in text have been applied 

to different application domains and the result shows that 

connection between emotion and affective terms are 

established successfully. The main goal of this affective text 

mining is to find the closest emotion category in a given 

document and also to predict a single emotional label given 

an input sentence.  

 

 
 

Figure 6.1  Content Extraction Process 

 
Figure 6.2  Content Optimization Process 

 

 
7.  CONCLUSION AND FUTURE WORK 

 

In this paper, an empirical study of the text-based emotion 

prediction is done. From this study, a new problem called 

social affective text mining is analyzed, which aims to 

discover and model the connections between online 

documents and user-generated social emotions. To the end, a 

new joint emotion-topic model by augmenting Latent 

Dirichlet Allocation (LDA) with an intermediate layer for 

emotion modeling is proposed. Rather than emotion-term 

model that treats each term in the document individually and 

LDA topic model that utilizes only the text co occurrence 

information, emotion-topic model overcomes these 

drawbacks by introducing an additional emotion generation 

layer to Latent Dirichlet Allocation. The algorithm works by 

randomly assigning all the words to emotions and topics. 

Then repeat Gibbs sampling on each word in the document 

collection. This sampling process is repeated for N iterations 

when the stop condition is met. Experimental result shows 

that the model is effective in extracting the meaningful latent 

topics, and also significantly improves the performance of 

social emotion prediction compared with the baseline 

emotion-term model and multiclass SVM. As for future 
work, we are planning to evaluate our model with a larger 

scale of online document collections, and apply the model to 

other applications such as emotion-aware recommendation of 

advertisements, songs, 
and so on. 
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