An Efficient ARM Technique for Information Retrieval in Data Mining
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Abstract: Association rule mining is the one of the most important technique of the data mining. Its aim is to extract interesting correlations, frequent patterns and association among set of items in the transaction database. In association rule mining (ARM), there are several algorithms. FP growth is the classical and most efficient algorithm. In this paper, author considers data (Supermarket data) and tries to obtain the result using Weka data mining tool. Association rule algorithms are used to find out the best combination of different attributes in any data. Here author consider three association rule algorithms: Apriori Association Rule, FP-Growth association rule and Tertius Association Rule. Author compares the result of these three algorithms and presents the result. According to the result obtained using data mining tool author find that FP growth Association algorithm performs better than the Apriori association rule and Tertius Association Rule algorithms.
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1. Introduction:

Data mining is the core process of “KNOWLEDGE DISCOVERY IN DATABASE”. It is the process of extraction of useful patterns from the large database. To analyze the large amounts of collected information, the area of Knowledge Discovery in Databases (KDD) provides techniques which extract interesting patterns in a reasonable amount of time. Therefore, KDD employs methods at the cross point of machine learning, statistics and database systems. Data mining is the application of efficient algorithms to detect the desired patterns contained within the given data.

2. Association Rules:

Association rule are the statements that find the relationship between data in any database. Association rule has two parts “Antecedent” and „Consequent”. For example, \{egg\} => \{milk\}. Here egg is the antecedent and milk is the consequent. Antecedent is the item that found in database, and consequent is the item that found in combination with the first. Association rules are generated during searching for frequent patterns [12].
A. Association Rules Goals
• Find all sets of items (item-sets) that have support (number of transactions) greater than the minimum support (large item-sets).
• Use the large item-sets to generate the desired rules that have confidence greater than the minimum confidence.

3. Apriori algorithm
Apriori is the Latin word and its meaning is „from what comes before“. Apriori uses bottom up strategy. It is the most famous and classical algorithm for mining frequent patterns. This algorithm works on categorical attributes. Apriori uses breadth first search [5].

Definitions: Lk – set of frequent item sets of “k” size found using min support. Ck – set of candidate item sets of “k” size.

Discovering Large Item-sets
1. Pass 1
1. Generate the candidate item-sets in C1
2. Save the frequent item-sets in L1

2. Pass k
(i). Generate the candidate item-sets in Ck from the frequent item-sets in Lk-1
Join Lk-1 p with Lk-1 q, as follows:
Insert into Ck
Select p.item1, p.item2, . . . p.itemk-1, q.itemk-1 from Lk-1p, Lk-1q
Where, p.item1 = q.item1, . . . p.itemk-2 = q.itemk-2, p.itemk-1 < q.itemk-1
• Generate all (k-1)-subsets from the candidate item-sets in Ck
• Prune all candidate item-sets from Ck where, some (k-1)-subset of the candidate item-set is not in the frequent item-set Lk-1
(ii). Scan the transaction database to determine the support for each candidate item-set in Ck
(iii). Save the frequent item-sets in Lk.

Limitations of Apriori
a) It only explains the presence and absence of an item in transactional databases.
b) In case of large dataset, this algorithm is not efficient [4].
c) In Apriori, all items are treated equally by using the presence and absence of items.
d) Apriori algorithm requires large no of scans of dataset [4].
e) In this Algorithm, Minimum support threshold used is uniform. Whereas, other methods can address the problem of frequent pattern mining with non-uniform minimum support threshold [11].
f) In case of large dataset, Apriori algorithm produces large number of candidate item-sets. Algorithm scan database repeatedly for searching frequent item-sets, so more time and resource are required in large number of scans so it is inefficient in large datasets [7].

Ways to Improve Apriori
a) Transaction Reduction: transactions that do not consist of frequent item-sets are of no importance in the next scans for searching frequent item-sets [14].

Important Terms Used in Apriori
a) Min_supp: it is minimum support used for searching frequent patterns that satisfy this constraint.
b) Min_conf: it is Minimum confidence used for finding the strong association rule that satisfy this threshold [9].
c) Frequent Item-set (Li): denoted by Li, where I means ith item, these are the item sets that satisfy the minimum support (min_supp) threshold [9].
d) Join Operation: for Lk, a set of candidate k-item-sets (Ck) is generated by joining Lk-1 with Lk-1 (Lk-1 ∞ Lk-1) [9].
e) Apriori Property: this property is very useful for trimming irrelevant data. It states that any subset of frequent item-set must be frequent.
f) Prune step: used for finding frequent item-sets, for any (k-1)-item-sets that are not frequent cannot become subset of a frequent k-item-set [9].
b) Hash based item-set counting: hashing table is used for counting the occurrences of item-sets.

c) Partitioning: for any item-set i.e. frequent in database, then that item-set must be frequent in at least one of the partition of database [6].

d) By adding attribute Weight and Quantity: means how much quantity of item has been purchased.

e) By adding attribute Profit: that can give the valuable information for business and customers.

f) By reducing the number of scans.

Advantages of FP-Growth Algorithm
The major advantages of FP-Growth algorithm is,
• Uses compact data structure
• Eliminates repeated database scan
FP-growth is faster than other association mining algorithms and is also faster than tree- Researching. The algorithm reduces the total number of candidate item sets by producing a compressed version of the database in terms of an FP-tree. The FP-tree stores relevant information and allows for the efficient discovery of frequent item sets.

5. Tertius Algorithm
Tertius Association Rule Algorithm finds the rule according to the confirmation measures. It uses first order logic representation. It includes various option or parameters like class Index, classification, confirmation Threshold, confirmation Values, frequency Threshold, horn Clauses, missing Values, negation, noise Threshold, number Literals, repeat Literals, roc Analysis, values Output etc [13].

4. FP Growth Algorithm
FP-growth algorithm is an efficient method of mining all frequent item sets without candidate’s generation. FP-growth utilizes a combination of the vertical and horizontal database layout to store the database in main memory. Instead of storing the cover for every item in the database, it stores the actual transactions from the database in a tree structure and every item has a linked list going through all transactions that contain that item. This new data structure is denoted by FP-tree (Frequent-Pattern tree) (Han et al 2000). Particularly, the construction of FP-tree and the mining of FP-tree are the main steps in FP- growth algorithm.

The algorithm consists of two steps:
1. Compress a Large Database into a Compact, Frequent- Pattern tree (FP-tree) Structure
Highly condensed, but complete for frequent pattern mining and avoid costly database scans. Develop an efficient, FP-tree-based frequent pattern mining method (FP-growth)

2. Divide-and-Conquer Methodology
Decompose mining tasks into smaller ones and avoid candidate generation: sub-database test only. FP-growth algorithm, its scalable frequent patterns mining method has been proposed as an alternative to the Apriori based approach. This algorithm is faster than other algorithms. Several algorithms implicate the methodology of the FP-growth algorithm. Further improvements of FP-growth mining methods were introduced. (Grahne et al 2005, Gao 2007, Kumar et al. 2007) adapted the similar approach of (Han et al 2000) for mining the frequent item-sets from the transactional database.

6. Methodology & Results

Figure3 Methodology to Generate Frequent Items using Associations Rules
Database Scan for TERTIUS, APRIORI and FP Growth:

Apriori ARM Algorithm: Apriori Algorithm is based on BFS Data structure and use to scan database many times. As per our Experiment Apriori performs (17) scan over complete dataset of 4627 transactions. Thus requires more memory and execution time.

FP Growth: Frequent Pattern Algorithm is based on DFS Data structure and use to scan database only once and make frequent pattern on the same tree nodes. Thus it requires more amount of memory for generating frequent pattern itemsets over many transactions but is very efficient in terms of execution time. It takes only 2 seconds to execute 4627 transactions.

Table 1 Comparison of Tertius, Apriori and FP Growth ARM Algorithm

<table>
<thead>
<tr>
<th>S. No.</th>
<th>PROPERTIES</th>
<th>TERTIUS ALGORITHM</th>
<th>APRIORI ALGORITHM</th>
<th>FP--GROWTH ALGORITHM</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>Dataset Used</td>
<td>SuperMarket.arff</td>
<td>SuperMarket.arff</td>
<td>SuperMarket.arff</td>
</tr>
<tr>
<td>2</td>
<td>Size of Dataset</td>
<td>1.93 MB</td>
<td>1.93 MB</td>
<td>1.93 MB</td>
</tr>
<tr>
<td>3</td>
<td>Number of transaction</td>
<td>4627</td>
<td>4627</td>
<td>4627</td>
</tr>
<tr>
<td>4</td>
<td>Number of Columns / Items</td>
<td>217</td>
<td>217</td>
<td>217</td>
</tr>
<tr>
<td>5</td>
<td>Type of Dataset</td>
<td>Sparse</td>
<td>Sparse</td>
<td>Sparse</td>
</tr>
<tr>
<td>6</td>
<td>Minimum Support Lower</td>
<td>Not applicable</td>
<td>0.1</td>
<td>0.1</td>
</tr>
<tr>
<td></td>
<td>Minimum Support Upper</td>
<td>Not applicable</td>
<td>1.0</td>
<td>1.0</td>
</tr>
<tr>
<td>7</td>
<td>Minimum Confidence</td>
<td>Not applicable</td>
<td>0.9</td>
<td>0.9</td>
</tr>
<tr>
<td>8</td>
<td>Memory Consumed (MB)</td>
<td>115MB</td>
<td>115MB</td>
<td>14MB</td>
</tr>
<tr>
<td>9</td>
<td>Running Time (Seconds)</td>
<td>430</td>
<td>96</td>
<td>2</td>
</tr>
<tr>
<td>10</td>
<td>Number of rules</td>
<td>10</td>
<td>10</td>
<td>10</td>
</tr>
</tbody>
</table>

Experimental Result:

<table>
<thead>
<tr>
<th>No of records</th>
<th>Apriori (Execution Time in Seconds)</th>
<th>FP growth (Execution Time in Seconds)</th>
<th>Tertius (Execution Time in Seconds)</th>
</tr>
</thead>
<tbody>
<tr>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>1000</td>
<td>9</td>
<td>1</td>
<td>44</td>
</tr>
<tr>
<td>2000</td>
<td>28</td>
<td>1</td>
<td>109</td>
</tr>
<tr>
<td>3000</td>
<td>67</td>
<td>2</td>
<td>238</td>
</tr>
<tr>
<td>4627</td>
<td>95</td>
<td>2</td>
<td>430</td>
</tr>
</tbody>
</table>

Graphical Result
In this article, the author tried to find the best association rules using data mining tool Weka. The author discussed the ideas for improving the efficiency of Apriori association rule algorithm. In the second part, the author compared the association rules produced using three association rule algorithms: Tertius association rule mining algorithm, Apriori association rule mining algorithm, and FP growth association rule mining algorithm. After comparing execution time by these three association rule algorithms, the author finds that FP growth is faster than the other two algorithms.

Future Scope: Therefore, these algorithms can be used in other domains to bring out interestingness among the data present in the repository. Association rules produced by these three algorithms can be combined for better results for any real-life application. Algorithms can also be combined to form an efficient algorithm.
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