An ANOVA based Code Review Evaluation Approach
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Abstract—The data should be characterized by some statistical measure for the purpose of estimation or comparison with similar data or making inference about the sample population to which the data belong. Statistical measures can be classified into measure of central tendency, measure of variation and measure of skewness. In this paper we will present a approach by which we can evaluate the static testing technique called code review by using a measure of variation known as Analysis of Variance (ANOVA). This evaluation is based on parametric constraints like day of review, order of code review, knowledge and experience of subject, complexity of programs under review.
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I. INTRODUCTION

The ANOVA (Analysis of Variance) test is applied when our data consist of a quantitative response variable and one or more categorical explanatory variables. The categorical explanatory variable is also known as factor. Based on the number of factor involved ANOVA techniques can be classified as one way ANOVA which uses one factor and one response variable or two ways ANOVA which uses two factors.

As software testing is gaining momentum many researchers are getting associated with this domain to explore the real potential of testing [15]. Quality of software work product depends on the amount and quality of testing being done software reliability, scalability and performance are some of the factors that are very much valued by the customer [16].

Code review is a type of static testing approach by which the source code of software is examined for the presence of defects or errors. This code review has two dependent variables: failure detection or observation and fault isolation. A fault is observed if the subject now can find out the difference between the legal specification and his own recorded specification. Fault isolation means that the subject can precisely describe the problem in the source code of the program and also suggest the cause of occurrence [1,9].

These two dependent parameters is affected by four independent parameters: day of code review, complexity of source code, order of code review, and subject experience. This study evaluates the affect of the above mentioned independent parameter on code review approach.

II. LITERATURE SURVEY

Software development is aimed to provide either software or a service for its clients. In future of software engineering (FOSE) a road map for testing was presented [4]. This road map laid stress on some fundamental research work and one of the parameter of fundamental research was demonstrating effectiveness of testing techniques using empirical studies. In FOSE 2007 [3] it was mentioned that additional research was needed to provide three types of evidences: analytical, statistical or empirical of the effectiveness of test selection criteria in revealing faults in order to understand the classes of faults for which the criteria are useful. In FOSE 2007 empirical body of evidence was identified as one of the important challenges. It is mentioned in [3] that in every topic of software engineering research, empirical studies are essential to evaluate proposed techniques and practices, to know how and when they work and to improve on them. This research work got its motivation for developing an empirical body of knowledge which is at the basis for building and evolving the theory for testing.

Moreover in a official report “State of code review 2013” [5] released by SmartBear software revealed that over 70% of respondent said that they do collaborative review in some capacity and those who do review are twice as likely as highly satisfied with their overall software quality. Over 90% of respondent said that conducting code review is important.

As per the current industry standard the software testing techniques can be classified into two basic categories: static testing and dynamic testing. If in a testing technique we require to execute the actual code and find out the bug or defects or errors then it falls under dynamic testing technique, whereas those testing technique in which execution of final code is not required for locating defects or bugs or errors are called as static testing techniques [7]. Code review is a systematic examination of source code and it is intended to detect and isolate mistakes overlooked in the development phases. Code review improves both the quality of software and the developers’ skills. There are various forms of reviews: peer review (informal), walkthrough (informal), inspection (formal).

Dynamic Testing / Execution based techniques focus on the range of ways that are used to ascertain software quality and validate the software through actual executions of the software under test [9].
III. RELATED WORK

The research on the comparison of testing technique traces back to as early as 35 years ago with Hetzel making a start in 1976 by conducting a controlled experiment in order to analyze three defect detection methods [8]. The most commonly studied factors in the experiments evaluating testing techniques are their effectiveness (i.e., number of detected defects) and efficiency (i.e., effort required to apply the technique) in programs [9]. By tracing the major research results that have contributed to the growth of software testing techniques we can analyze the maturation of software testing techniques research. We can also assess the change of research paradigms over time by tracing the types of research questions and strategies used at various stages [10]. Three directions of research have been found related to evaluation of testing techniques [9]:

1) Actual evaluations and comparisons of testing techniques based either on analytical or empirical methods.
2) Evaluation frameworks or methodologies for comparing and/or selecting testing techniques.
3) Surveys of empirical studies on testing techniques which have summarized available work and have highlighted future trends.

However, the most significant study was conducted by [11]. This experiment studied the effectiveness and efficiency of different code evaluation techniques. The work of Basili and Selby was first replicated by [1]. This replication assumed the same working hypotheses as in initial experiment, but the experiment changed the programming used of the source code. A fault isolation phase was also added in the experiment [9]. Their work was replicated again by [12]. Their experiment followed exactly the same guidelines as the experiment run by Kamsties and Lott (who had built a laboratory package to ease external replication of the experiment), although new analyses were added [9]. Further the experiment was replicated by [13]. Their experiment stressed on the fault types and did not considered efficiency of testing techniques.

IV. ANOVA TEST

As mentioned in [14] decomposition of total variability into its component is called analysis of variance (ANOVA). The various terms used in the ANOVA test can be explained by using the following example.

Example: Suppose we want to measure the height of some plants under the effect of three fertilizers.

The tabular layout of the problem shown in table 1

<table>
<thead>
<tr>
<th>Treatment</th>
<th>Measures</th>
<th>Mean</th>
<th>( \hat{A}_i )</th>
</tr>
</thead>
<tbody>
<tr>
<td>X</td>
<td>1 2 2</td>
<td>...</td>
<td>...</td>
</tr>
<tr>
<td>Y</td>
<td>5 6 5</td>
<td>...</td>
<td>...</td>
</tr>
<tr>
<td>Z</td>
<td>2 1</td>
<td>...</td>
<td>...</td>
</tr>
<tr>
<td>Overall mean</td>
<td>// //</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

\[
\hat{\mu} = \frac{1 + 2 + 2 + 5 + 6 + 5 + 2 + 1}{8} = 3 \\
\hat{A}_1 = 1.667 - 3 = -1.333 \\
\hat{A}_2 = 5.333 - 3 = 2.333 \\
\hat{A}_3 = 1.5 - 3 = -1.5
\]

If we now modify the above mentioned table 1 with the values of mean, overall mean and estimated affect we will get the following updated table 2:

<table>
<thead>
<tr>
<th>Treatment</th>
<th>Measures</th>
<th>Mean</th>
<th>( \hat{A}_i )</th>
</tr>
</thead>
<tbody>
<tr>
<td>X</td>
<td>1 2 2</td>
<td>1.667</td>
<td>-1.333</td>
</tr>
<tr>
<td>Y</td>
<td>5 6 5</td>
<td>5.333</td>
<td>2.333</td>
</tr>
<tr>
<td>Z</td>
<td>2 1</td>
<td>1.5</td>
<td>-1.5</td>
</tr>
<tr>
<td>Overall mean</td>
<td>// //</td>
<td>//</td>
<td>//</td>
</tr>
</tbody>
</table>

There are four important terms associated with ANOVA table:

1. Degree of freedom (df)
2. Sum of squares (SS)
3. Mean squares (MS)
4. F-value test (F)

Sum of square (SS) are supposed to measure different kinds of variability in the data (between the group / within the group), however they also directly or indirectly influenced by the number of groups (order) and number of observations (subjects) in the test. This influence is measured by quantities called degree of freedom (df) which is associated with each sum of squares. Degree of freedom can be calculated as:

\[
df_{\text{Total}} = N - 1, \quad df_{G} = g - 1, \quad df_{E} = N - g.
\]

For the example of fertilizer the value of
\[ df_{\text{Tot}} = 8 - 1 = 7, \quad df_{\text{treat}} = 3 - 1 = 2, \quad df_{\text{res}} = 8 - 3 = 5 \]

The can verify the fact that \( df_{\text{Tot}} = df_{G} + df_{E} \).

Mean squares (MS) are just sum of squares divided by their degree of freedom. The focus of ANOVA is a hypothesis test for checking whether all the groups have the same population mean. This is same as testing whether the response variable depends on the factor. It is sometime called as F-test.

\[
MS_{\text{treat}} = \frac{SS_{\text{treat}}}{df_{\text{treat}}} = 13.08 \\
MS_{\text{res}} = \frac{SS_{\text{res}}}{df_{\text{res}}} = 0.37 \\
\]

The F value is calculated as

\[ F = \frac{MS_{\text{treat}}}{MS_{\text{res}}} = 35.68 \]

The F-value is used to study the variation of the data from the hypothesis. It can be used to either accept or reject a null hypothesis in case of ANOVA technique.

V. PROPOSED WORK AND EXPERIMENT DESIGN

A. Proposed Work

In order to use ANOVA test for evaluating the code review technique we have to use Goal-Question-Metrics (GQM) approach. This approach is used to state the goals of the experiment and based on the GQM approach we frame some main hypothesis. The main hypothesis is then further divided into testable hypothesis. Testable hypotheses are set of statements that can be tested using experiments by comparing the actual results with expected results [9].

The goal of the experiment can be stated as follows:

- **Find out the effectiveness in revealing failures**
- **Find out the efficiency in revealing failures**
- **Find out the effectiveness in isolating faults**
- **Find out the effectiveness in isolating faults**

Based on the goal above some question can be framed that will help us to test the hypotheses like:

1. What influence does each independent variable have on effectiveness of failure observation and fault isolation?
2. What influence does each independent variable have on the time to observe failure, time to isolate failure and the total time?
3. What influence does each independent variable have on the efficiency of failure observation and fault isolation?

B. Experimental design

A procedure that is used to execute an experiment serves as a baseline to guarantee the accuracy of the experiment in the given environment. The procedure may involve training activities, execution of experiment, collecting data, providing feedback etc. A limited number of subjects should be taken so that the variation can be studied properly and conclusion can be drawn accurately. This selection should be based on certain criteria like Experience of subject, highest level of education, Knowledge of domain and subject area etc.

To use ANOVA of data set the data should be randomized and we should be using parametric technique for data analysis.

The subjects apply code review technique to say n number of different programs (first independent variable) in different orders/groups (second independent variable). The subject are required to complete this code review in some x number days and all subject work on same or different defect detection technique on same day. Finally the subject can be considered as the forth independent variable, which is however an uncontrolled independent variable.

Based on these parameters we can have the following types of hypothesis:

- **H1:** The independent variables do not have any effect on the failure observation or failure observation time or rate.
- **H2:** The independent variables have effect on the failure observation or failure observation time or rate.
- **H3:** The independent variables do not have any effect on the fault isolation or fault isolation time or rate.
- **H4:** The independent variables have effect on the fault isolation or fault isolation time or rate.

By studying the four parameters we can generate seven metrics which are:

1. Percentage of faults detected
2. Percentage of faults isolated
3. Time to detect faults
4. Time to isolate faults
5. Total time to detect and isolate faults
6. No. faults found / time
7. No. of faults isolated / time

If we study the affect of four parameters on these seven metrics we can find F-value for each metrics. Corresponding to each F-value we will get a p-value (significance value) if this significance value is equal to or less than 0.05 then we can reject the hypothesis otherwise the hypothesis is accepted.

VI. CONCLUSION

The ultimate goal of this evaluation approach is to generate metrics for assessing code review technique using ANOVA technique. There are seven metrics that can be generated from the raw data collected in the experiment. The metrics are:

1. Percentage of faults detected
2. Percentage of faults isolated
3. Time to detect faults
4. Time to isolate faults
5. Total time to detect and isolate faults
6. No. faults found / time
7. No. of faults isolated / time

This evaluation can be used to study the effectiveness and efficiency of code review technique with respect to varying lines of code or same line of code.
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