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Abstract—Agriculture plays a chiefly role in economy as 

well as it is considered to be the backbone of economic system for 

developing countries. For decades, agriculture has been related 

with the production of vital food crops. Paddy rice is a staple 

crop for much of the world’s population. It is also a key source of 

the greenhouse gas methane,  responsible for about 40 million 

tonnes, or 10%  of global emissions, each year. Thus, the 

proposed research work aims to predict the type of disease in a 

paddy plant to help the farmer in deciding the fertilizer that shall 

be given to the plant for its healthy growth. Here the trending 

deep learning technology is used to achieve the proposed solution. 

An innovative modified VGGNet architecture is proposed which 

uses two different types of optimization technique to increase the 

accuracy is used for training the dataset. Then the trained model 

that is generated by this algorithm is given as an input to the next 

algorithm where resnet is used to further increase the accuracy of 

the model. The datasets were collected from  UCI real time 

images as well as the GitHub datasets and the training are 

performed. The three different types of paddy disease such as 

bacterial leaf blight, blast, brown spot is used for prediction. The 

three different types of datasets used  were UCI repository, 

Github images as well as images searched from internet. The 

experimental results of three diseases show that 97% of accuracy 

is achieved in predicting the type of disease in paddy plant.

Keywords— Paddy diseases, Deep learning, VGGNet, Network .

I.     INTRODUCTION

In India, the farmer and his contribution  towards the 

growth of the country makes a big difference in its GDP as 

the proposed work helps one in finding the paddy diseases 

with the current prevailing technologies. Usually in the 

agricultural productivity, the production depends on the types 

of plant grown and the proper usage of fertilizers and pesticides

by the farmers. The type of fertilizer usage depends on the type

of plant disease detected and the plant is infected by it. But, on

the other hand, the farmers are quite inefficient in finding

which type of disease the plant is infected with. There are

several types of diseases in plants and each kind of disease in

the plants has its own kind of fertilizer to be used. If the farmer

fails to predict the type of disease, then the fertilizer given to

the plant will also be wrong which will slow down the plant

growth. This will reduce the nutritious value of the plant and

sequentially affect the growth of the plant. The farmers whose

only hope lies in their agricultural land are affected by this and

it drastically reduces the financial condition of the farmer. In

order to avoid this, the research work designs a system which 

can predict the type of plant disease.

Making  use of the efficient deep learning  technology 

which is basically evolved to imitate the humans and perform

all the tasks of human by replacing the humans. Here in this 

research, the proposed work will determine the type of plant 

disease by giving an input image to the model. As the type of 

paddy disease is predicted, the farmer can decide as which 

fertilizer to be used for what kind of disease to increase the 

productivity.

The disease prediction involves steps such as dataset 

collection, data augmentation,  data preprocessing,  training 

with the algorithm, optimization,  loss minimization, 

validation and evaluation, report generation, model 

serialization and prediction. The architecture of Visual 

Geometric Group at University of Oxford (VGG) has around

16 layers in which there are thirteen hidden layers and three

fully connected layers, and its name is derived from the number

of layers.

Once the disease  prediction model is trained using the 

above-mentioned methods, it will predict the type of disease 

successfully by which the farmer will have an idea of what 

type of fertilizer to use and in what order.

Scientists are working in determining the paddy plant 

disease whereas all were found with less accuracy compared 

to the proposed model. The proposed work will implement a 

novel  concept   of  modified  VGGNet   that  uses  two 

optimization techniques and using Resnet for fine tuning of 

the model and boosts the accuracy to the highest efficiency. 

The model generated is then tested with the real time dataset 

and it appeared to outperform all the existing techniques in 

terms of accuracy.

The rest of the paper will discuss about the steps taken in 

accomplishing the proposed work such as to give  a brief 

explanation on the related works did for the proposed research 

work, section 2 will describe about the existing  system, 

section 3 will discuss about the overall process, section 4 will 

give the step by step working and section 5 will give the 

output results obtained, section 6 will discuss about the 

conclusion and section 7 will give the future work that can be 

carried out further in future and section 8 gives the references 

for the survey carried out for this research work.

A. Related work

(Rajmohan et al., 2018) [35], focused on determining the 

paddy diseases types. The research work is to find out the 

type of disease where it achieved an accuracy of about

87.05%. Here a dataset of 200 number was used for training

purpose and 50 datasets were used for testing the model 

with the above-mentioned techniques to increase the 

efficiency.
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Sukhvir Kaur et al., 2017 [38], discusses about the different 

types of diseases and the type of different techniques that can

be used to identify the type of plant disease. It mainly focused

on providing an overview of the plant diseases for further

research as well as discusses about the different possible

techniques that can achieve high accuracy.

Similarly,  (J.G.A.  Barbedo,   2017)  [8],  proposed   a 

research work for collecting  different types of datasets 

which can be helpful in finding the type of plant disease. 

They focused on collecting the dataset and it had a huge 

amount of about 2326 images of about 171 diseases occurring

in the plants. Moreover, this paper focused on providing  a 

public dataset which can be available for various research

in  the  field  of agriculture and help  the researches achieve

the best possible accuracy in predicting the disease present in

crops.

On the other hand (Wenjiang Huang, 2014) [40] did a 

research on the types of diseases occurring on winter wheat 

plants. It deals with giving an effective treatment on 

identifying the type of disease. They achieve an accuracy of

93.5%. The main parameters that were considered for 

predicting the type of disease is environmental conditions 

such as humidity and temperature. The different techniques 

were applied with a motivation of providing a collection of 

datasets for disease prediction in  wheat plant for further 

research which can then be analyzed with different possible 

techniques.

(G.J.A. Barbedo, 2016) [9], conducted experiment in 

collecting all the plant disease data that is been researched 

in the past four decades and provides a brief outcome of all 

techniques performed to detect the presence of plant diseases. 

It mainly focuses on comparing the existing research, the

current scenario for detecting the disease that is the different 

techniques applied to find the presence of disease, and what

kind of techniques can be applied in the future analysis to

obtain the highest accuracy and lead a way to predict the 

plant diseases  in the most possible and efficient way and

to achieve the highest accuracy.

From  the  above  researches   conducted  by  different 

authors, at different conditions, and with different types of 

plants, it is evident that all have achieved a way of identifying

the plant diseases from basic techniques of past to the current

techniques of deep learning and have given a way for the

present research and triggered researchers to further improve

the accuracy of prediction to predict the proper disease and

give an efficient way of providing proper fertilizers to the

infected plants.

B. Proposed system

From the above discussed methodologies, none of the 

methods achieve the accuracy which the proposed research 

obtained with the help of new techniques. Hybrid 

methodology is performed to obtain more accurate results as 

well as promote real time implementation if it is been 

integrated in raspberry pi and streamed over the infected

leaves. Thus, this proposed work provides an efficient way 

to determine the type of paddy disease. The architecture of 

the whole system can be seen in the below given figure which

elaborates a step by step process applied.

Fig. 1. Architecture Diagram.

The overall working of the proposed work can be explained 

as follows.

C. Working

The objective of this research work is to determine the 

presence of different types of disease in the paddy plant. So 

that, one can provide necessary pesticides and fertilizers to the 

plant to help the growth of the plant in a proper way. Different 

methodology will be used for analysing three types of paddy 

diseases and helps the farmer to give the proper pesticides to
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the infected plant and avoid the use of unnecessary pesticides. 

So, initially the first process will be dataset collection. Those 

datasets will be collected with the required parameters. These 

datasets will be separated as testing as well as training. The 

testing datasets will be used to test the model after generating 

the trained model with the deep learning algorithm. So, after 

collecting the datasets and generating a learning rate curve for 

training the model such that to predict the method of training 

the model in a particular way such that it can avoid overfitting 

and achieve accuracy to the maximum extent. Then based on 

the learning rate, the model is been trained. After generating 

learning rate, pre-processing the model is done which will 

convert all the different size image to a single size. Then it 

will undergo training with modified VGG16 architecture to 

generate an output accuracy. Then fine tuning is performed 

with the ResNet50 model architecture which will further 

improve the accuracy of predicting the disease. Then a process 

called optimization is done. The optimization method used 

will be Adam and stochastic gradient descent. Then the noises 

generated are eliminated during training process by using loss 

minimization. As the model gets generated it will be analysed 

by giving real time inputs and predicting the different types of 

paddy diseases. Thus, this research helps the farmers in 

predicting the type of disease and increasing the plant growth. 

In the next section, a detailed explanation of the techniques

involved in processing each module and increasing the

accuracy is been discussed in detail.

D. Processes involved

1. Dataset Collection

Dataset collection is a process of collecting different 

types of paddy disease datasets from various resources to train 

the architecture to obtain the accurate  output. The dataset 

collection is a main process as the efficiency of the model 

depends on the type and the amount of dataset collected and 

processed. There are three different types of dataset collection. 

They are

I. Collecting from the google resources

II.Taking the own real time images

III.Using the third-party images

In the proposed research work, the datasets used are the real 

time UCI datasets collected from the UCI repository, the 

GitHub datasets and the images collected from the internet to 

process the output. These datasets are collected and pre-

processed and given as an input to the model for further 

processing.

2. Dataset Augmentation

Dataset Augmentation is a process of duplicating the 

dataset into many numbers by applying the different possible 

ways of converting the images. It is considered as the number 

of ways the image can be converted such that the processor

can analyse it in any form and that it will increase  the 

accuracy of the model.  It will also help in increasing the 

number of datasets collected.  The techniques which are 

applied for dataset augmentation can be listed as zooming, 

shifting, flipping, rotating in different angles, etc. The main 

purpose of dataset augmentation is that the accuracy of the 

model increases such that if an input image of any different 

form is given, the generated model will be able to predict it at 

any instance. Thus, it will not only increase the accuracy of 

the model but also it  will help in training the architecture 

effectively. The efficiency on the other hand also depends on 

the amount of datasets present. One criterion that is to be 

taken into consideration is that the time required for training 

the dataset depends on the number of datasets i.e. more the 

number of datasets, more is the time consumed for its training.

3. Dataset Pre-processing

Dataset pre-processing technique is applied to pre-

process the dataset to make it ready for undergoing the process 

of  training. Pre-processing is nothing but making the data 

aligned to one format such that it will be easier for the model 

to get trained. Different types of pre-processing techniques such

as aspect aware pre-processor and image to array pre- processor

is applied.

In aspect aware pre-processor, all the images of

different size will be converted to same size such that it can be 

easier for the model to analyse  the dataset and process it 

accordingly.

In image to array pre-processor, all the images are 

converted to array format from string format such that the 

architecture analyses it effectively. The huge amount of string 

data of the image is converted to array such that it will be easier  

for the model  to get trained. As the pre-processing technique

is applied successfully, the dataset is ready to get trained by the

proposed algorithms such as modified VGG16 as well as

Resnet50 such that the combination will give the output of

higher accuracy.

4. Dataset Splitting

The collected dataset undergoes a process called 

dataset splitting where the datasets will be split into training 

dataset as well as testing dataset. Such that the training dataset 

will be used to train the model whereas the testing dataset will 

be used to test the model as it gets generated. From of the total 

amount of dataset collected, splitting of dataset is done in a
3:1 ratio such that 75% of the dataset will be used for training

the model whereas 25% will be used for testing the model as it 

is generated. The training dataset will be initially trained by 

the modified VGG16 architecture whereas the output of the 

model will be given as an input to the Resnet50 architecture.

5. Training with Modified VGG16
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The VGG16 is a famous architecture which proves to 

be the best in classification of images in any format. It is a 

type of convolutional neural network that was trained and used 

to win the ILSVR ImageNet competition. The architecture has 

16 layers of which 13 form the convolutional layer and three 

are the fully connected layers. The convolutional layers are the 

process of  applying different kind  of  filters  to  the  dataset 

collected and learning each image. VGG16 uses 3x3 filters to 

learn the images. After all the 16 layers of training, the output 

obtained will be stored as a model which will be given as an 

input to the resnet architecture to train and increase the 

accuracy of the model which is called as finetuning. After 

applying different types of layers such as convolution, max 

pooling, etc the fully connected layer in the last segregates the 

classes of disease and allows the model to differentiate and 

generate the model file effectively. The flow of VGG16 can be 

explained as follows. 
It involves convolution layer which is the process of 

applying filters in each image and extracting the features of 
the image which is in terms of RGB value. 

 

Then, an activation layer is used which is ReLU. It is used 

for  eliminating  the  unwanted  pixels  from  the  extracted 

features. It compares the pixel values of every learnt image 

and compares whether any pixel is matching with the previous 

tested image, if it matches then those pixel values are removed 

from the images such that it can be able to differentiate between 

those two. The next layer is fully connected layer that uses three 

different sized layers. The first two layers are of 

4096 channels wide whereas the last layer is of 3 channels 

depth. After this the fully connected performs the clustering of 

data which is split into different categories and the next layer 

comes into action. This is the softmax layer which is a kind of 

activation function that  is  used  in  the  last  output node  of 

VGG16. This function aligns the output obtained in between 0 

and 1 by predicting the probability of the presence of type of 

paddy disease as well as it takes care that the sum of the 

output should give 1. This SoftMax layer is of 2 units dense. 

Now this model can be used to predict various diseases in 

paddy by giving an image input. 

 
6. Training with ResNet50 performing Network Surgery 

 
In this research work, network surgery is applied for 

increasing the accuracy to the much better level. The output 

obtained from VGG16 is given as an input to the ResNet 

architecture which is trained to further increase the accuracy 

of the generated model such that Resnet have proved to be 

28% more efficient than the VGG16 architecture. Network 

surgery is nothing but training an architecture and merging it 

with other architecture such that it will increase the accuracy. 

It can be said that the head of VGG16 is included with ResNet 

and the training is carried on merging the features of VGG 

with ResNet. Resnet has almost 50 layers such that it has 5 

stages,  in  which  each  stage  will  have  convolutional  and 

identity block. Among these, each identity block is found to be 

with three convolutional layers. In this research, the input will 

be given by the output of the VGG16 architecture to further 

boost  the  accuracy  and  predict  the  paddy  diseases  more 

accurately. One main advantage of ResNet is that it has the 

skip connection methodology by which it can skip any step. 

The skip connection which is used here can be said as identity. 

This identity function allows to pass to the interested block 

without   going   through   each   weighted   layer.   This   skip 

technique allows the ResNet to build more deeper network 

with more additional layers which will further increase the 

accuracy of  the  model.  It  can  also  take  decisions to  skip 

certain layers which it feels that are not more relevant or it can 

boost the accuracy. It is trained using two different filters such 

as 1x1 and 3x3. The ResNet architecture has 4 different stages 

in  which  each  stage  has  both  convolution  as  well  as  the 

identity layer. First the convolution is performed using the 7x7 

filter which then undergoes max pooling with a stride of two- 

unit length. The input to the ResNet is given with a size of 

224x224x3.  Then  in  the  upcoming  four  stages  the  model 

undergoes training with  1x1  and  3x3  filters  applying both 

convolution and identity blocks. Finally, the output obtained 

from these four stages undergoes a process of average pooling 

which gives an average output and then fully connected layer 

performs clustering and  the  outputs are  obtained  from  the 

trained model. A layout of that technique can be seen in the 

above-mentioned architecture flow diagram. 

 
7. Optimization 

 
As the model undergoes certain number of epochs, it 

is necessary to take care of whether it is learning in a correct 

path as per the architecture. The optimization techniques play 

a very important role in taking care of the training process of 

any architecture. Certain techniques such as Stochastic Gradient 

Descent, Adam are used in this proposed work to align the 

training process in a way each architecture should learn. The 

accuracy of the model mostly depends on the selection of 

optimization technique. This application is trained using 

different optimization techniques and obtained different 

accuracies at different levels. After applying different 

techniques, Stochastic Gradient descent found to increase the 

accuracy to a  much better level which can be seen in the 

results section. 

 
8. Loss Minimization 

 
As the model undergoes a lot of training in terms of 

number of epochs, it gives rise to  many losses which will 

decrease the accuracy of the model. In order to eliminate those 

losses, loss minimization techniques such as cross categorical 

entropy is used. After applying this, the accuracy of the model 

increases. The categorical cross entropy works in a way such 

that  the  losses  obtained  during  the  training  process  are 

eliminated  successfully by  keeping  a  threshold  value.  The 

categorical cross entropy is also called as SoftMax loss. It is 

basically  a  combination  of  SoftMax  activation  and  cross 

entropy   loss.   After   applying   different   techniques,   this 

categorical  cross  entropy  is  found  to  be  best  suited  for 

increasing the accuracy.
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TYPES OF DISEASE PRECISION RECALL F1-SCORE 

Bacterial leaf blight 0.80 0.75 0.77 

Blast 0.79 0.70 0.74 

Brown spot 0.70 0.79 0.74 

avg / total 0.76 0.75 0.75 

 

9. Model Generation 

 
After all  the  training process is  completed, model 

serialization is performed which extracts all the features and 

saves the file as a binary file which is called as a model file. It 

can be generated in two types such as in pickle file format or a 

model file format. This model file is generated such that it can 

be used in the future to predict the presence of paddy disease 

by importing this model instead of unnecessarily undergoing 

all the processes. The aim of this model generation is that one 

may not need to undergo the whole process of generating a 

model which consumes more time unnecessarily. The  time 

required for the model generation depends on the number of 

datasets. If the datasets are less, then the time taken will be 

less and on the other hand if the datasets are more then it may 

take days to learn and generate the model. 
 
 

E.  Result Obtained 

This section will describe about the steps taken to 

obtain the expected results. Many different techniques were 

applied to increase the accuracy. The step by step processes 

can be seen below. 

Before undergoing the training process, learning rate 

is been found which helps in reducing the time consumed by 

using different techniques. The learning rate can be defined as 

a threshold point up-to which one should train the model as 

training further will lead to increase in loss and decrease in 

accuracy which is called as overfitting In order to avoid this 

overfitting, the learning rate is been found. 

The learning rate for the proposed work is found to 

be 0.001 which is the perfect learning rate obtained for the 

datasets used in this work. The graph generated for finding the 

learning rate can be seen in the below figure. 

 
 

Fig 2 Learning Rate for the Proposed Work 

 

Since, the proposed work also intends to prove that 

the learning rate other than the 0.001 is less accurate as 

overfitting and underfitting takes place, an analysis is done 

and the datasets are trained for 7 different types of learning 

rate whose accuracies can be seen in the below given table. It 

also  gives  a  difference in  the  datasets  used  such  as  UCI, 

GitHub and images collected from internet experimented on 3 

types of paddy diseases. 
 

 

 
 

Table 1 Accuracies Obtained for Different Learning Rate 

 

As this proposed work aims in determining only 3 

types of disease, the results of it can be seen in detail further. 

Initially the optimization technique used was RMS prop and 

obtained an accuracy of about 76% and the results obtained 

can be seen as follows 
 
 
 
 
 
 
 
 
 
 
 
 
 

 
Table 2 Accuracy on RMSProp Optimization Technique 

 

The RMSprop technique works on the magnitude of 

the gradient where the step sizes are decreased for the large 

gradients and step sizes of the small gradients are increased to 

avoid vanishing and exploding of the model accuracy. 
The graph plotted for the above technique is follows 

which is a plot of loss against accuracy.’ 
 

 
 

Fig. 3 Loss and Accuracy Plot Using RMSProp Optimizer

International Journal of Engineering Research & Technology (IJERT)

ISSN: 2278-0181

Published by, www.ijert.org

CCICS - 2022 Conference Proceedings

Volume 10, Issue 13

Special Issue - 2022

62

www.ijert.org


 

Since the above-mentioned technique obtained a less 

accuracy and is unsuitable for the real time application, other 

different techniques are also applied such as Adam, SGD, etc 

to increase the accuracy. 

The results when we apply the Adam optimizer 

obtained an accuracy of about 80% which can be seen in the 

below mentioned outputs. 
 

TYPES OF DISEASE PRECISION RECALL F1-SCORE 

Bacterial leaf blight 0.80 0.75 0.77 

Blast 0.79 0.79 0.79 

Brown spot 0.82 0.83 0.82 

avg / total 0.80 0.79 0.80 

 

Table 3 Accuracy on Adam Optimization Technique 
 

The graph plot for the above-mentioned technique is follows 

 

 
 

Fig. 4 Loss and Accuracy Plot Using Adam Optimizer 

In order to improve the accuracy further the SGD 

optimizer was used which gave us an accuracy of about 85%. 

This can be seen in the below results. 
 

TYPES OF 

DISEASE 

 

PRECISION 
 

RECALL 
 

F1-SCORE 

Bacterial leaf blight 0.84 0.85 0.84 

Blast 0.84 0.83 0.83 

Brown spot 0.86 0.84 0.85 

avg / total 0.85 0.84 0.84 

 
Table 4 Accuracy on SGD Optimization Technique 

 

The graph plot for the above obtained accuracy can 

be seen in the figure below 

 

 
 

Fig. 5 Loss and Accuracy Plot Using SGD Optimizer 

 

The above results are quite accurate, but the goal of 

this research lies in obtaining accuracy of above 95%. For this 

process different techniques are applied and the combination 

of Adam and SGD gave the results of nearly 93% that can be 

seen in the below results. 
 
 

TYPES OF DISEASE PRECISION RECALL F1-SCORE 

Bacterial leaf blight 0.90 0.91 0.90 

Blast 0.96 0.93 0.94 

Brown spot 0.93 0.90 0.91 

avg / total 0.93 0.91 0.92 

 
Table 5 Accuracy on Combined Adam and SGD Optimization 

Technique 
 

The graph for the above obtained accuracy in terms 

of loss vs accuracy can be seen in the below figure 
 

 
 

 
Fig. 6 Loss and Accuracy Plot Using Adam and SGD Optimizer
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TYPES OF DISEASE 
 

PRECISION 
 

RECALL 
 

F1-SCORE 

Bacterial leaf blight 0.97 0.95 0.96 

Blast 0.94 0.96 0.95 

Brown spot 1.00 1.00 1.00 

avg / total 0.97 0.97 0.97 

 

 

TYPES OF DISEASE 
 

PRECISION 
 

RECALL 
 

F1-SCORE 

Bacterial leaf blight 0.91 0.95 0.93 

Blast 0.94 0.92 0.93 

Brown spot 1.00 0.98 0.99 

avg / total 0.95 0.95 0.95 

 

 

In this the obtained accuracy is above 90% which is 

more than enough but the ultimate goal of the research is to 

overcome the existing techniques efficiency and obtain the 

highest possible accuracy such that it can be applicable in real 

time.

To obtain this, network surgery was tried to prove the 

concept and used two different algorithms with two different 

optimization techniques and obtained an accuracy of about 

97%  which  is  applicable  in  real  time  projects  with  more 

efficient disease prediction. 

After the whole process undergone for training the 

model obtained the results as follows 

Modified VGG16 model gave us the output of about 

95% and the results of the same can be found below 

 
 
 
 
 

 
Table 7 Accuracy on Combined Modified VGG16 and ResNet 

Technique 

 

The graph was plotted for the training and validation 

accuracy and losses at the end of the process and found that 

the  accuracy of  the  model  increases  with  decrease  in  the 

losses. This was the same case for both training as well as 

validation. This can be found in the below given figure of graph 

plot.
 

 
 
 
 
 
 
 

Table 6 Accuracy on Modified VGG16 Technique 

 

The accuracy graph obtained for  the  first VGG16 

technique can be seen in the below figure. 
 

 
 
 
 
 
 
 
 
 
 
 
 
 

Fig. 8 Loss and Accuracy Plot Using Hybrid Algorithm 

 
 

F.  Conclusion 
 

 
 
 
 
 
 
 
 

Fig. 7 Loss and Accuracy Plot After Network Surgery 
 

After obtaining this accuracy the model undergoes 

network surgery with the Resnet architecture which further 

boosted the accuracy and obtained the results of about 97% 

accuracy which can be seen in the results shown below 

From this research work an accuracy of the model 

above 97% is obtained which is more than the existing 

techniques and prove to outperform all other existing 

methodologies. This  research  also  introduces a  concept  of 

Network Surgery to further improve the accuracy of the model 

and predict the presence of disease in a more efficient manner. 

The experimental results were performed using the UCI real 

time dataset as well as the GitHub datasets which are publicly 

available. Thus,  this  model  proves to  be  the  efficient  one 

among all  others in  obtaining the  results in  predicting the 

paddy disease presence and the type of disease.
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G. Future work 

 
In the future these results can be further used for 

researching this  topic  with  many emerging algorithms and 

improve the accuracy level to further boost the accuracy of 

prediction with nine types of diseases. Further, this can also be 

promoted to the farmers for test and trial and implement in 

future use. Thus, by this research the farmers can be promoted 

with disease effective prediction system. 
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