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Abstract - In the current era where majority of people
generally use social media for their agreement/disagreement
about anything; Face book and Twitter are one of them.
Twitter is the best example of micro-blogging site which uses
maximum of 140 characters to show peoples view on any
topic. Frankly speaking, sentiment analysis aims to determine
the attitude of the person with respect to overall contextual
polarity of the comment and the attitude might be his/her
judgment or evaluation. Sentiment analysis is broadly applied
to reviews and social media for a variety of the applications.
Sentiment analysis or Opinion mining is one of the trending
topics these days. The aim is to explore various approaches of
opinion analysis and find out the best suited approach. We
have discussed various algorithms and their effect based on
previous research papers.
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1. INTRODUCTION

Sentiment Analysis is a process of finding people’s
opinion towards a topic. The sentiment can be categorized
in positive, negative or neutral. Sentiment analysis uses
natural language processing and other modern
technologies to identify and extract information on any
subject. Sentiment analysis is also termed as Opinion
Mining. Where the data is extracted from the data
warehouse or other sources and perform various
operations on the extracted data for the purpose of
analysis. Sentiment analysis is one of the booming topics
now days to work upon because each and every
organization from government to corporate wants to know
the views of majority of people on any topic, product,
situation, movie etc. Soft computing and Artificial
Intelligence have been the core revolution for this kind of
analysis. It would have never been so easy and flexible to
have such analysis. The continuous evolvement in the field
of web technologies has also been one of the key for
flexibility in real time analysis. Web 2.0 is plays crucial
role for real time updates and analysis on any ERP related
websites. There are many E-commerce websites like
Amazon, Flipkart, Ebay, Myntra etc. which give the real
time ratings and results that how people think about their
product.

Sentiment analysis can be done using structured data and
non-structured data. Structured data is easy to understand
and manage by database systems. Structured data have
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rows and columns defined and are constrained by many
clauses. This assures that the data present in the database
are already crystal and understandable. However,
unstructured and semi-structured data is difficult to
manage and do analysis on it. Unstructured data can be in
any format like text, csv etc. It is very difficult to find the
conclusion out of the flat text based comments written on
any social website. Hence, this has been very interesting
topic for research purpose. People work on unstructured
data to simplify the rules and make it easy to understand
and use. Hundreds of the projects are going on these days
in this topic. We are one of them to work on a project
based on unstructured data. That’s why the name of the
project is “A novel approach on Sentiment Analysis”. This
projects aims to looking at various algorithms and tries to
simplify up to some extent. The basic task in sentiment
analysis is to classify the polarity of a given text at the
comment. The objective is to get the outcome in terms of
positive, negative or neutral. The advancement can be
extended in emotional state as angry, sad or happy instead.
These outcomes are termed as polarity. For example if the
outcome expresses negative sentiment then it would be
categorized as polarity="negative”.

The sentence gets divided into the tokens and each word
corresponds to the sequence of token numbers. Then the
tokens are used to recognize subjectivity/objective or
features.

There are various works which have been evolved as
polarity by many of researchers. The early work area
would use either positive or negative. This was easily
understandable to categorize majority of people. People
would either agree or disagree with the sentiment of the
product. Later movie review did come into picture where
movies would get one to five star ratings and this made the
polarity to scale further into more groups like the one who
gets two stars would be polarized as “negative”, similarly
three stars would get “neutral” and four or five stars would
get “positive” polarity. These days even restaurants have
their ratings divided into the five stars and the analysis
performed on the basis of the ratings by the customers. In
many of the approaches the neutral class is generally
ignored as it is assumed that the neutral class will always
fall near the boundary of the binary classifier however,
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several researchers suggest that there must be three
categories. This is proven Max Entropy [1] and SVM [2]
can benefit from the neutral class and improve the overall
accuracy of the classification rule. The algorithm works in
two ways during the sentiment classification. The first way
is to find out the neutral language, filter it then asses rest
of the negative and positive sentiments. The second
approach is to classify the sentiment into three way
classifications in one step and this way involves Naive
Baye’s probabilistic distribution theory [3].

The use of neutral class depends upon the nature of data. If
the data is clustered into neutral, negative and positive
language then it’s better to filter the neutral language out
then focus into the polarity between positive and negative
classes. However, if the data mostly neutral and there is a
small deviation towards negative and positive then it is
better to use three classes neutral, negative and positive.

There is a different method for considering the sentiment
by using the scaling system between -10 and +10. Where -
10 is the most negative, 0 is the neutral and +10 is the
most positive sentiment. This increases the possibility to
match the environment very close to its sentiment pole.
When unstructured text gets analyzed by using NLP then
each word in the environment is given a score based on the
corresponding sentiment word present in the dictionary.
This allows the movement of words towards more
sophisticated understanding in terms of sentiment because
it has now become possible to adjust the sentiment value
of words relative to its modifications. For example the
words that expressed by the concept, effect the sentiment
can also effect its score. Alternatively, words can be given
a sentiment strength score as negative and positive if the
goal is to determine the sentiment in a text rather than the
overall polarity of the text. Word Cloud is one of the
examples of it. There are other applications which give the
sentiment values as per their project.

1.1 Subjectivity/objectivity identification

The identification of a given sentence can be done into one
of two ways, subject or object [4]. For example, Samsung
provides best resolution camera. This problem sometimes
becomes more challenging than polarity classification. The
subjectivity of words or phrases might depend on their
context and objective document may also contain
subjective sentences [5]. However, Pang [6] has proven
that removing objective sentences from a document before
classifying its polarity improves performance.

1.2 Feature/aspect-based

Feature of an entity helps in determining the opinions or
sentiment expressed in the sentence. A feature is an
attribute of an entity, for example, screen of a cell phone,
picture quality of a camera or processing speed of a laptop.
The advantage of feature based sentiment analysis is the
possibility to capture different shades of about the objects
interest. Different features can generate different
sentiments, for example a restaurant can have many Indian
delicious cuisines however, in a remote location. The

problems may have several other problems e.g. identifying
relevant entities and extracting their features, determining
whether the opinion is positive, negative or neutral. There
are automatic model methods to identify the features.
More detailed discussion about sentiment analysis can be
found in Liu’s paper [7].

1.3 Methods:
There are many approaches to sentiment analysis;
however, they are grouped into three main categories:

1. Knowledge Based Techniques: In this technique
classification is done on the basis of definite words
such as sad, happy, and bored [8]. There are other
knowledge bases which are not only list obvious
affect words but also similar probable to a particular
emotion.

2. Statistical methods: These methods leverage on
elements from ML (Machine Learning) such as
Support Vector Machines (SVM), Latent Semantic
Analysis and Semantic Orientation [9]. Grammatical
dependency between the texts is obtained by deep
parsing on them.

3. Hybrid approaches: These approaches leverage on
both knowledge base representation and machine
learning such as ontology’s semantic networks to
detect semantics. For example, the analysis concepts
that do not convey the relevant information however,
they are implicitly linked to other concepts that do so.
There are many software tolls that deploy machine
learning, natural language processing and statics to
automate sentiment analysis on large datasets made
up of web pages, online discussions, reviews, blogs
etc. Knowledge-based systems on the other hand use
these resources and do analysis with the help of
natural language processing concepts [10]. Sentiment
analysis can also be done on images and videos. The
first approach in this area was SentiBank [11] which
utilized adjective noun pair representation of visual
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Figure 1. Architecture of Social media comment classification:

1.4 Evaluation

The accuracy of a sentiment analysis system is usually
measured by precision and recall. It relates that how well
the analysis agrees with the human judgement. However,
research shows human analyzer systems typically agree
79% of the time [12]

Thus, 70% accuracy by the program or humans is doing
nearly good even though such accuracy might not sound

IJERTV5IS120186

www.ijert.org 340

(Thiswork islicensed under a Creative Commons Attribution 4.0 International License.)



Published by :
http://lwww.ijert.org

International Journal of Engineering Research & Technology (IJERT)

I SSN: 2278-0181
Vol. 5Issue 12, December-2016

impressive. There are more sophisticated measures can be
applied however, evaluation of sentiment analysis system
remains a complex matter. For sentiment analysis
correlation is better measure than precision because it
detects how close the predicated value to the target value.

1.5Web 2.0

The rise of Social Media has fuelled interest in sentiment
analysis. The explosion of reviews, ratings, comments,
recommends and online opinions have provided more
business opportunities. E-commerce is one of the
platforms, which is growing day by day and the level of
trust is also increasing in e-business. Customers interact
with the ERP of the organization and find desired product
using some keywords or simply by navigating the mouse
click. Online opinion has become a key to trust on
particular product before buying. People who buy any
product from the website leave a comment as per their
overall experience towards that product or even that
organization. It is also important from the organizations
point of view. Organizations try to maintain the quality
and its services by identifying the feedback from the
customers. A business looks to automate the process of
filtering noise, understanding conversation, identifying
relevant content and auctioning appropriately on it. All
these are done automatically on the web itself and this is
possible due to the web 2.0. It is much flexible to give real
time result on sentiment analysis and many more.

2. LITERATURE SURVEY

2.1 Study of Various existing Techniques

Shailendra Kumar et al have written their observations on
sentiment analysis approaches using different datasets. As
social networking sites generating comments, reviews,
likes and dislikes every day. People are frequently using
Facebook, Twitter etc and give their agreement and
disagreements. This paper has focused on sentiment
analysis using those social websites. Sentiment analysis is
extraction of people opinions by using NLP (Natural
Language Processing), Linguistic Computation and Text
Mining. Authors have studied the datasets between 1997
and 2012 for the sentiment analysis. These days sentiment
analysis has become very essential in every aspect like
government, corporate, education and research etc.[13]
Here are some of the existing works have been shown in
this paper (Table 3)

1. Susan P. Imberman has concluded that the

KDD(Knowledge Discovery in Databases) is a step by
step process to find the knowledgeable data from the
raw, unstructured data and non-volatile data.
The author has explained data mining algorithms such
as decision tree, neural networks and association rules.
This paper identifies parts of the processes that are
currently being used and some are not but may be
helpful in analyzing performance data. Data mining is
one step of the KDD process. The author further
elaborates each steps in KDD and performs above
algorithms and tried to find out the CPU usage and
load performance. [14]
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Figure 2. Knowledge Discovery in Databases Process

2. Parvesh Kumar Singh et al have explained about the

decision making and it’s criticality in finding the
knowledge as well as its importance in the current era.
Authors have taken various datasets from the social
websites like Twitter, Facebook, blogs, multimedia
websites and used data mining techniques to extract
the knowledge. Authors have used important
algorithms like Naive Bayes Classifier, Support Vector
Machine, Multilayer Perception and Clustering to find
out the sentiments of people. The resources for the
analysis on the web are likes, reviews, forum
discussions, blogs etc. [15]

3. Aproov Agarval et al have performed sentiment

analysis on Twitter data which is a micro-blogging
site. Twitter uses 140 characters to comment on any
topic, hashtag etc. Authors have introduced POS-
specific prior polarity features and also explored the
use of tree kernel. As per their observation the new
features and the tree kernel perform approximately at
the same level, both outperforming the state-of-the-art
baseline Microblogging websites have evolved to
become a source of varied kind of information.

In this paper authors have taken data from Twitter and
built models for classifying tweets into positive,
negative and neutral sentiments. The tree kernel is the
hierarchy system of words same as the file structure of
kernel which starts from ROOT.[16]

4. Haseena Rahmat P has covered opinion mining and

sentiment analysis as well as shown various
application and its challenges. As several websites
encourage users to express and exchange their views,
suggestions and opinions related to product, services,
polices, etc. The increased popularity of these sites
resulted huge collection of people opinion on the web
in much unstructured manner. Extracting the useful
content from these opinion sources became a tedious
task. Therefore, the situation now has created a new
area of research called opinion mining and sentiment
analysis. Opinion mining and sentiment analysis
extract then classify the people’s opinion automatically
from the internet. This paper has discussed all the
possible aspects and challenges related to Opinion
Mining and Sentiment Analysis.
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As opinion mining and sentiment analysis are the
extension of data mining which uses NLP to extract
comments from the web and try to find the sentiment
of people using various algorithms and modern tools.
Web 2.0 has simplified various issues from large
volume of data extraction to dynamic data
manipulation and at the same time the analysis result
also performed automatically. The challenges of
sentiment analysis include detection of spam and fake
reviews which is very common now days. These are
done intentionally to create rumors on the web and try
to hit the sentiment of the people. Therefore, there are
various agencies which are looking upon these
challenges on real time basis. However, there are
various limitation to this field still exist like ambiguity,
linguistics etc, which needs to be look upon. [17]

Vijay B. Raut et al worked on Openion
Mining/Sentiment Analysis using various techniques.
Large amount of data generated by users has been used
like web as blogs, reviews, tweets, comments etc. This
data consist user opinion, views, attitude, sentiment
towards particular product, topic, event, news etc. As
opinion mining (sentiment analysis) is a process of
finding users’ opinion from user-generated content and
Opinion summarization is useful in feedback analysis,
business decision making and recommendation
systems. In recent years opinion mining is one of the
popular topics in Text mining and Natural Language
Processing. This paper has presented the methods for
opinion extraction, classification, and summarization.
Authors presented different approaches, methods and
techniques used in process of opinion mining and
summarization, and comparative study of these
different methods. [18]

Due to web and social network, large amount of data
are generated on Internet every day. This web data can
be mined and useful knowledge information can be
fetched through opinion mining process. This paper
has discussed different opinion classification and
summarization approaches, and their outcomes. As the
study shows that machine learning approach works
well for sentiment analysis of data in particular domain
such as movie, product, hotel etc., while lexicon based
approach is suitable for short text in micro-blogs,
tweets, and comments data on web. Authors have also
shown some observations on Table (3).

Svetlana Kiritchenko et al have described their
observation on sentiment analysis. According to the
authors, state-of-the-art sentiment analysis system that
detects (a) the sentiment of short informal textual
messages such as tweets and SMS (message-level task)
and (b) the sentiment of a word or a phrase within a
message (term-level task). The system is based on a
supervised statistical text classification approach
leveraging a variety of surface form, semantic, and the
sentiment features. The sentiment features are
primarily derived from novel high-coverage sentiment
lexicons of tweets. These lexicons are automatically

generated from tweets with words, hashtags and
emoticons. To adequately capture the sentiment of
words in negated contexts, a separate sentiment
lexicon is generated for negated words. Authors have
created a supervised statistical sentiment analysis
system that detects the sentiment of short informal
textual messages such as tweets and SMS as well as
the sentiment of a term (a word or a phrase) within a
message. Authors have also implemented a variety of
features based on surface form and lexical categories.
Features have been derived from several sentiment
lexicons for example, existing, manually created,
general-purpose lexicons and high-coverage, tweet
specific lexicons. There are negative processing of
sentiment analysis have also been done to validate the
result and it actually showed that the polarity reversing
method may not always be appropriate. [19]

Bo Pang and Lillian Lee used blogs, social networking
sites etc to find out sentiment of people on the basis of
their comments, likes, dislikes, emoticons etc. The
sudden eruption of activity in the area of opinion
mining and sentiment analysis, which deals with the
computational treatment of opinion, sentiment, and
subjectivity in text, has thus occurred at least in part as
a direct response to the surge of interest in new
systems that deal directly with opinions as a first class
object.

Authors’ survey covers techniques and approaches that
promise to enable opinion-oriented information using
systems. The main focus is on the methods that need to
be addressed new challenges raised by sentiment aware
applications, as compared to those which are already
present in more traditional fact-based analysis. Thus,
material on summarization of evaluative text and on
broader issues regarding privacy, manipulation, and
economic impact that the development of opinion-
oriented information-access services gives rise are
included in this research paper. To facilitate future
work, a discussion of available resources, benchmark
datasets, and evaluation campaigns is also provided.
[20]

Renata Maria Abrantes Baracho et al have worked on
sentiment analysis using social websites. This paper
presents partial results of research project that aims to
create process of sentiment analysis based on
ontology’s in the automobile domain and then to
develop a new prototype. The process aims at making
a social media analysis, identifying feelings and
opinions about brands and vehicle parts. The method
that guided the development process involves the
construction of ontology’s and a dictionary of terms
that reflect the structure of the vocabulary domain. The
proposed process is capable of generating information
that answers questions such as: “In the opinion of the
customer, which car is better: Audi or BMW? Which
one is more beautiful? Which engine is stronger?” To
answer these questions by comparison, one can show a
general view reflected on different social networks,
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10.

indicating, for example, that for a given vehicle, a
certain percentage of responses are considered
positive, while for others, the percentage is considered
negative. The results can be used for various purposes
such as guiding decisions to improve the products or
directing specific marketing strategies. The process is
generalized and applied to other areas in which
organizations are interested in monitoring views
expressed about their products and services.

This paper presented a methodology to process,
analyze and summarize sentiments as well as opinions
from sentences extracted from the Web. This
methodology was applied to the automotive field for a
specific analysis of the FIAT brand and resulting in a
prototype that is still incomplete, however, it an easily
be applied to any other domain. Although the practical
results were very simple, especially considering the
potential for the methodology, it was successful to
serve as a proof of concept that the methodology works
and can provide interesting insights about the data.
[21]

Rudy Prabowo et al wrote this paper on a current
research area called “Sentiment analysis”. This paper
combines rule-based classification, supervised learning
and machine learning into a new combined method.
This method is tested on movie reviews, product
reviews and MySpace comments. The results show
that a hybrid classification can improve the
classification effectiveness in terms of micro and
macro averaged function. Function measure takes both
the precision and recall of classifiers effectiveness into
consideration. In addition, authors have also proposed
a semi-automatic, complementary approach in which
each classifier can contribute to other classifiers to
achieve a good level of effectiveness.

Authors concluded that the use of multiple classifiers
in a hybrid manner can result in a better effectiveness
in terms of micro and macro-averaged functions than
any individual classifier. Authors have applied semi-
automatic, complementary approach, i.e., each
classifier contributes to other classifiers to achieve a
good level of effectiveness by using a Sentiment
Analysis Tool (SAT). Moreover, a high level of
reduction in terms of the number of induced rules can
result in a low level of effectiveness in terms of micro
and macro averaged function. The induction algorithm
can generate a set of induced antecedents that are too
sparse for a deeper analysis. Therefore, in a real-world
scenario, it is desirable to have two rule sets, one is the
original set, and another one is the induced rule set.
[22]

The research paper uses the corpus obtained from
Spanish twitter for opinion mining from users of
iPhone. Machine learning techniques were used to
classify sentiments (positive, negative, neutral and
informative) in both English and Spanish language.
The classifier methodology employed in this research

11.

12.

13.

14.

was SVM (supported vector machines), Naive Bayes
and Decision trees. Paper also discusses how large size
of corpus of at least 3000 tweets (data set extracted
from twitter) improves accuracy of findings and
unigram (among other variables of n-gram features) is
best feature size because it provides most accuracy.
Also, balancing the corpus, that is using proportional
number of all categories of classified data gives
slightly worse results and it also found out that SVM
classifier gave results with best precision. [23]

Most sentiment analysis is done through textual
content, but in this paper multimedia content such as
images and videos (that is visual content) from social
media is studied. This paper uses half a million images
from Flickr for visual sentiment analysis through use
of Convolutional neural network (CNN). Problems in
visual sentiment analysis are typically the weakly
labeled image data, abstraction and subjective nature
of images. For this supervised training of data set
(images) through deep learning framework (CNN) was
optimized for this research. It was followed by further
fine-tuning for more generalizability and better
performance of neural network. [24]

Opinion analysis from online posts using word-based
data set tool. Paper shows problem with tools like
tweet feel as it can only monitor positive and negative
connotations of a statement and it cannot know the
proper context in which the words are used (example —
bangalore royal challengers won the match and
bangalore is a nice city are both categorized together
instead of the fact that first post is about a team and
second is about tourism). The architecture designed by
research paper author follows steps like data
collection, identifying word type (noun, adjective,
adverb etc.), comparison of words with positive and
negative keyword set, processing of that opinion value
and aggregating all collected results [25].

This paper discusses various sentiment classification
models used in opinion analysis. The process which
follows is extraction of study material from data
source (blogs, review sites and micro blogging sites
like twitter), sentiment classification through machine
learning techniques like SVM, Naive Bayes, Centroid
classification, K-nearest neighbour, Winnow and rule
based classification. It also states about semantic
orientation (how much positive or negative a word is)
and the role of negation in sentences [26].

This paper discusses the role of opinion mining in
creating market intelligence for use by Corporates.
Opinion mining is important for business owners to
extract information about consumer attitudes and to
determine what they require. This helps them frame
market penetration strategies and measure the
feedback from market. Real time feedback from social
media is extracted through opinion mining without
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strength, opinion model (constituent parts of an
opinion like feature, target object, sentiment value,
opinion holder and time of opinion) and its process of
evaluation. Paper broadly categorizes opinion mining
techniques into supervised or machine learning and
unsupervised learning or natural language processing.
Later, implications of opinion mining on marketplace
are discussed in detail [27].

3. PROPOSED WORK

We have started working with Twitter for our experiments.
Twitter is a micro-blogging social networking site where
people post their opinions, comments etc. The contents of
the messages vary from personal thoughts to public
statements. The messages on the Twitter are known as
tweets. Tweets have a limited size of 140 characters that is
enough to convey the message as per Twitter. Therefore
our work is limited to the sentence level.

We chose to use global polarity rating as the messages are
short in Twitter. We have not considered processing the
cases where tweets have more than one sentiment
orientations.

We have compiled a corpus based on data extracted from
Twitter. The corpus was built to process predefined
entities. We have collected 1,000 tweets for a particular
hash tag. We have shown the word cloud and the size of
the word on that cloud would tell us its overall impact.

We would also show the sentiment based on the polarity:
negative, positive or neutral.

Each class is described as follows:

e  Positive: if it has a positive sentiment in general,
like ‘iPhone7 is the best model’.

e  Negative: if it has a negative sentiment in general,
like ‘I hate using iPhone7 as it big in size’.

e  Neutral: if it has no sentiment, like ‘I am tweeting
from my iPhone’.

3.1 Pre-processing

(No. of word occurrence in class + 1)

No. of words belonging to a class + Total No. of
words

Tweets contain slangs, misspellings, words from other
languages, short form of words etc. Tweets are basically
normalized to deal with these kinds of problems and noises
in the text. Tweets are normalized before training the
classifiers using these procedures.

e  Error Correction

e  Special Tags

e POS-Tagging

e Negation Processing

Common Errors in Tweet

Error Correction deals with correcting the words which are
similar to the words in English dictionary, for example

‘goood’ can be replaced with good. Special tags would deal
with the tagging facility like user name is replaced with
USER_TAG and © is replaced by WINK_TAG. POS-
Tagging done after normalization and is used to distinguish
between noun, adjective, verb etc. Negation process is used
to detect the negative sentiment/word like ‘no’. These are
explained thoroughly in [23].

There are various algorithms used in opinion mining and
sentiment analysis. Some of the important algorithms are
explained below.

¢ Naive Bays Classification
e  Support Vector Machine
e  Multiplayer Perceptron

3.2 Classification Techniques

A. Naive Bays Technique:

Thomas Bayes proposed a probabilistic and supervised
classification technique which is known as Naive Bayes
technique. As per the algorithm, if there are two events say,
E1 and E2 then the conditional probability of occurrence of
event E1 when event E2 has already been occurred is given

by:

P(EL[E2)P(EL)
P(E2)

P(E1E2) =

Above algorithm is used to calculate the probability of data
to be negative, positive or neutral.

Table 1. Different types of error and their example.

Error Example
Slang | forgot my cell on the table
Misspelling I really lyk my cell phone.

While | war travelling na, | lost
Mixed languages | my phone

The conditional probability of word is:

P(Word | Sentiment) =

Advantages

o Easy to interpret the model
e Efficient in computation

Disadvantage
e  Assumptions may or may not valid.

B. Support Vector Machine (SVM):

Support Vector Machine is a supervised learning model.
SVM is used to analyze the data and identify its pattern for
classification. SVM is based on decision plane that defines
decision boundaries. Decision plane is basically separates
instances from one class to other.
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In the binary categorization of text, the decision plane

Cj {1, -1} can be

represented by weight vector W [15].

. . a;
which classifies document 7 as
—_—

—
wi=)ajcd, a =0 (1)

—
o ; a;
Where 7 is a multiplier and for d—" that 4 are

greater than zero are support vectors. Test instance is
—

classified by determining which side of w

plane they fall on.

‘s hyper-

Advantages of Support Vector Machine Method

e It gives very good performance.
e Dependency on dataset dimension is low.

Disadvantages of Support Vector Machine Method

e Dataset needs to be pre-processed in case of
missing values.

o Difficulty in interpreting the result.

[ ]
C. Multi-Layer Perceptron (MLP):
It is actually a feed forward neural network, which has
input layer, hidden layer and output layer. The flow starts
from input layer and gets processed in hidden layer and
ends with output layer as follows.

e When the prediction is binary then output layer
will have one neuro

e When the prediction is non-binary then output
layer will have N neurons

Input Layer Hidden Lavyer Output Laver

Figure 3 Multilayer ANN Archtecture.

Multi Layer Perceptron is a back propagation and it works

on two phases

e In the first phase the activation network propagate
from input to output layer.

e In the second phase the activation network propagate
back from output to input layer. It is basically to check
if any error occurred.

MLP is one of the popular techniques and it acts as a
universal function approximator. MLP is flexible tool
because of “back propagation”. In back propagation the
network has at least one hidden layer and many non-linear
entities. It does not enforce any constraint and does not
require specific assumption to start as compared to
traditional modelling.

Phase I: It is the forward phase where activation are
propagated from the input layer to output layer.

Phase I1: In this phase to change the weight and bias value
errors among practical & real values and the requested
nominal value in the output layer is propagate in the
backward direction.

Accuracy

On the health care data Ludmila I. Kuncheva, (IEEE
Member) calculate accuracy of MLP as 84.25%-89.50%
[15].

Advantages of MLP

e It is flexible hence, acts like universal function
approximate.

e It is unsupervised learning as it can learn every
relationship among input and output variables
itself.

Disadvantages of MLP

e It needs more time to execute due to its flexibility.

e Itiscomplex to implement.

Authors have shown below accuracy figure based on their
survey. As the table shows that the result of SVM has the
highest accuracy, it is good to use SVM to get the best
result. [15]

Table2 : accuracy table of different methods

Movie Reviews Product Reviews

NB MLP SVM NB MLP SVM

N-gram
Feature 75.50 81.05 81.15 62.50 79.27 79.40
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Table 3 Comparative study of various methods of Sentiments analysis

Author Methods Dataset Result (Accuracy %) Refere
nces
Aditya Joshi, Balamurali A.R., Machine Learning, Travel In — language [30]
Pushpak Bhattacharyya Machine Translation Reviews sentiment analysis- 78.14%,
(2010) (MT), Hindi SentiWordNet MT — based sentiment analysis -
Dictionary 65.96%,
Resource  based -  sentiment
analysis- 60.31%
Chien-Liang Liu, Wen-Hoar SVM classifier, LSA method | Movie SVM classifier - [31]
Hsaio, Chia- Hoang Lee, for feature based Reviews 85.4%
Gen-Chi Lu, Emery Jou (2012) summarization
Jingjing Liu, Stephanie Word phrase Extraction, word | Hotel Decision Tree [32]
Seneff, Victor Zue (2012) phrase sentiment Reviews classifier for word
scoring and classification for phrase
sentiment classification -
analysis 77.9%
Alexandra Balahur, Mijail Sentiment dictionary Blogs Sentiment analysis [33]
Kabadjov, Josef Steinberger, Ralf | Resources, LSA based opinion And Summarization
Steinberger,  Andrés  Montoyo | summarization ROUGE R1 negative class -
(2012) 0.268, positive class-0.275
Elena Lloret, Alexandra Sentiment Resource, Product Summary- ROUGE-1 (10% [34]
Balahur, José M. Gomez, Andrés | Machine learning, Term Reviews compression) Precision-30.16,
Montoyo, Frequency based Recall-20.54,
Manuel Palomar Summarization
(2012)
José M. Martin, Rosa M. Carro | Machine Learning, Word Facebook Sentiment analysis-83.27% [35]
(2013) Lexicons Messages
Alexandra Trilla, Francesc Machine Learning Semeval SVM-58.12% - [36]
Alias(2013) Dataset, Semeval Dataset,
Twitter SVM-72.76% -
Dataset Twitter Dataset
Jeonghee Yi et al., 2003 NLP Feature 91-93 [28]
Extraction 85.6
M.Karamibe kr et al.,2012 POS, Pattern based Extraction of | 65 [29]
Verb &
opinion term
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