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Abstract—Data Mining is the process of discovering new
patterns from large datasets. The goal is to extract knowledge
from dataset in human understandable structure. Now a day we
all are using internet lot, data processing technologies, privacy of
data is a major issue in data mining .So Privacy Preserving Data
Mining has become very popular and in high demand. A number
of methods and techniques have been developed for privacy
preserving data mining. This paper provides a wide survey of
different privacy preserving data mining algorithms. | have
discussed more about one of algorithm Randomization and also
discussed merits and demerits of the same.

Index Terms — Data mining, Privacy, Privacy-preserving data
mining, Randomization, Data Swapping Randomization.

[. INTRODUCTION

he main goal of data mining is to extract knowledge and

new patterns from large datasets in human understandable

structure. For data mining computations we have to first
collect data without much concern about privacy of data.
Because of privacy concerns some people are not giving right
information. Therefore Privacy preserving data mining has
becoming important field of research. In order to make a
publicly system secure, we must ensure that not only private
sensitive data have been trimmed out, but also that certain
Inference channels should be blocked as well with respect to
privacy. A number of effective methods for privacy preserving
data mining have been proposed [1]. This paper provides a
wide survey of different privacy preserving data mining
techniques, and points out their merits and demerits.

This paper is organized as follows. Section I1, will introduce
the classification of privacy preserving methods. Section IlI,
will analyze the method of randomization for privacy
preserving on the original data. Section 1V, will discuss the
swap randomization method. Randomization to protect
privacy will be discussed in section V. And section VI will
discuss the applications and section VII will discuss
conclusion and future work.

I1 CLASSIFICATION OF PRIVACY PRESERVING METHODS AND
TECHNIQUES

A number of effective methods for privacy preserving data
mining have been proposed [2].

Most methods use some form of privacy preservation
transformed dataset is made available for mining and must
meet privacy requirements without losing the benefit of
mining. We classify them into the following three categories:

A. The randomization method

The Randomization method is a popular method in current
privacy preserving data mining. In which noise is added to the
data in order to mask the attribute values of records [3]. The
noise added is sufficiently large so that the individual values
of the records can no longer be recovered. In general,
randomization method aims at finding an appropriate balance
between privacy preservation and knowledge discovery.
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Figure 1. The Model of Randomization

In randomization method, data collection will be done in two
steps. In first step, data providers randomize their data and
transmit randomized data to data receiver. In second step, data
receiver estimates original distribution of data using
distribution reconstruction algorithm.

B. The anonymization method

Anonymization method aims at making the individual record
be indistinguishable among a group records by using
techniques of generalization and suppression. The
representative anonymization method is k-anonymity. The
motivating factor behind the k-anonymity approach is that
many attributes in the data can often be considered quasi-
identifiers which can be used in conjunction with public
records in order to uniquely identify the records. Many
advanced methods have been proposed, such as, p-sensitive k-
anonymity, (a, k)-anonymity [4], I-diversity, t-closeness, M-
invariance, Personalized anonymity, and so on. The
anonymization method can ensure that the transformed data is
true, but it also results in information loss in some extent.

C. The encryption method

Encryption method mainly resolves the problems that people
jointly conduct mining tasks based on the private inputs they
provide. These mining tasks could occur between mutual un-
trusted parties, or even between competitors, therefore,



protecting privacy becomes a primary concern in distributed
data mining setting. There are two different distributed privacy
preserving data mining approaches such as the method on
horizontally partitioned data and that on vertically partitioned
data. The encryption method can ensure that the transformed
data is exact and secure, but it is much low efficient.

111 THE RANDOMIZATION METHOD

In this section, | have discussed the randomization method for
data privacy. The method of randomization can be described
as follows:
Consider a set of data records denoted by X = {X; . .. Xn}. For
record x; € X, we add a noise component which is drawn
from the probability distribution Fr(R).These noise
components are drawn independently, and are denoted R; . . .
Rn. Thus, the new set of distorted records are denoted by x;
411 ... Xy Hry. This is denoted as Z;.....Zy

In general, it is assumed that the variance of the added noise
is large enough, so that the original record values cannot be
easily guessed from the distorted data. Thus, the original
records cannot be recovered, but the distribution of the
original records can be recovered. [5]
Thus, if X be the random variable denoting the data
distribution for the original record, Y is the random variable
describing the noise distribution, and Z is the random variable
denoting the final record, we have:

Z=X+R
X=Z-R

By subtracting R from the approximated distribution of Z, it is
possible to approximate the original probability distribution X.
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A Advantage
One key advantage of the randomization method is that it is
relatively simple, and does not require knowledge of the
distribution of other records in. Noise is independent of data
and does not need entire dataset for perturbation. The
randomization method can be implemented at data collection
time, and does not require the use of a trusted server
containing all the original records in order to perform the
anonymization process. The randomization approach has also
been extended to other applications such as OLAP [6].
And it is much faster compared to SMC.

9 -

8k Randomization

? -
LE‘ 6r Secure
K Sr multiparts
g4r communication
N (SMC)

10
9.5
2.0
8.5

Accuracy

: 6.
Security 75760

B Disadvantage

It treats all records equally irrespective of their local
density. Therefore, outlier records are more susceptible to
adversarial attacks as compared to records in more dense
regions in the data.

C. Mulplicative Randomization

In this type of randomization, records are multiplied by
random vectors. And then transform data so that inter-record
distances are preserved approximately. These types of
randomization can be applicable in Privacy-Preserving
clustering and classification. Attacks can be known input-
output or known sample attack. In known input-output attack,
Attacker knows some linearly independent collection of
records and their perturbed versions and in Known sample
attack, Attacker has some independent samples from the
original distribution.

D. Randomization for Association Rule Mining

This type of randomization is done through deletion and
addition of items in transactions. Following steps are
performed:
First we should select-a-size operator. Now assume
transaction size = m and a probability distribution p[0], p[1],
..., p[m], over {0, 1, ..., m}.Given a transaction t of size m,
generate randomized transaction t” as: Select j at random from
0, .., musing above distribution Select j items from t
(uniformly without replacement) and place in t’ For each item
anotin t, place a in t” with probability p, here p is the
randomization level[7] .



IV DATA SWAPPING RANDOMIZATION

Noise addition or multiplication is not the only technique
which can be used to perturb the data. A related method is that
of data swapping, in which the values across different records
are swapped in order to perform the privacy-preservation [8].
One advantage of this technique is that the lower order
marginal totals of the data are completely preserved and are
not perturbed at all. Therefore certain kinds of aggregate
computations can be exactly performed without violating the
privacy of the data. We note that this technique does not
follow the general principle in randomization which allows the
value of a record to be perturbed independently of the other
records. Therefore, this technique can be used in combination
with other frameworks such as k-anonymity, as long as the
swapping process is designed to preserve the definitions of
privacy for that model.

Swap randomization falls within the broad family of
randomization testing methods. Given a metric of interest
(e.g., the number of frequent item sets in the data),
randomization testing techniques produce multiple random
datasets and test the null hypothesis that the observed metric is
likely to occur in the random data. If the metric of interest in
the original data deviates significantly from the measurements
on the random datasets, then we can reject the null hypothesis
and assess the result as significant. The key characteristic of
the randomization techniques is in the way that the random
datasets are generated. Rather than assuming that the
underlying data follows a given distribution and sampling
from this distribution, randomization techniques randomly
shuffle the given data to produce a random dataset. Shuffling
is meant to preserve some of the structural properties of the
dataset, for example, in a 0—1 matrix we may want to preserve
the total number of 1’s in the dataset, or the number of 1’s in
each column. In the case of swap randomization, the generated
samples preserve both the column and row margins. This
constraint can also be thought of.
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Assessing Data Mining Results via Swap Randomization

Swap randomization is an extension of traditional
randomization methods. For instance, a chi-square test for
assessing the significance of frequent item sets is a method
based on studying the distribution of datasets where the
column margins are fixed, but the row margins are allowed to
vary. Similarly, methods that randomize the target value in
prediction tasks keep the column margins fixed (e.g., Megiddo
and Srikant [1998]), but impose no constraint on the row
margins. These techniques are designed for assessing the
significance of individual patterns or models, and are not
appropriate for assessing complex results of data mining such
as clustering or pattern sets. Swap randomization preserves
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both row and column margins, and takes into account the
global structure of the dataset. A motivating example for why
it is important to maintain both column and row margins is
given in the next section

A. Applications

Swap randomization has been considered in various
applications. An overview is presented in a survey paper by
Cobb and Chen [2003]. A very useful discussion on using
Markov chain models in statistical inference is Besag [2004],
where the case of 01 data is used as an example. The problem
of creating 0-1 datasets with given row and column margins is
of theoretical interest in itself; see, among others Bez'akov'a
et al. [2006] and Dyer [2003]. Closely related is the problem
of generating contingency tables with fixed margins, which
has been studied in statistics (such as Chen et al. [2005]). In
general, a large body of research is devoted to randomization
methods [Good 2000]

V RANDOMIZATION TO PROTECT PRIVACY

Return x+ r instead of x, where r is a random value drawn
from a distribution. Uniform and Gaussian Reconstruction
algorithm knows parameters of r's distribution.

B. Classification Example
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Decision-Tree Classification:

Partition (Data S)

begin
if (most points in S belong to same class)
return;
for each attribute A

evaluate splits on attribute A,
Use best split to partition S into S1 and S2;
Partition (S1);
Partition (S2);
End

C. Training using Randomized Data

In this we need to modify two key operations .Determining
split point and partitioning data. When and how we should
reconstruct distribution is primary question. First solution is to
reconstruct using the whole data (globally) or reconstruct
separately for each class. Second solution is to reconstruct
once at the root node or at every node.



VI APPLICATIONS OF PRIVACY-PRESERVING DATA MINING

The problem of privacy-preserving data mining has
numerous applications in homeland security, medical database
mining, and customer transaction analysis. Some of these
applications such as those involving bio-terrorism and medical
database mining may intersect in scope. In this section, we
will discuss a number of different applications of privacy-
preserving data mining methods.

A. Medical Databases

The scrub system [9] was designed for de-identification of
clinical notes and letters which typically occurs in the form of
textual data. Clinical notes and letters are typically in the form
of text which contains references to patients, family members,
addresses, phone numbers or providers. Traditional techniques
simply use a global search and replace procedure in order to
provide privacy. However clinical notes often contain cryptic
references in the form of abbreviations which may only be
understood either by other providers or members of the same
institution. Therefore traditional methods can identify no more
than 30-60% of the identifying information in the data. The
Scrub system uses numerous detection algorithms which
compete in parallel to determine when a block of text
corresponds to a name, address or a phone number. The Scrub
System uses local knowledge sources which compete with one
another based on the certainty of their findings. It has been
shown in [9] that such a system is able to remove more than
99% of the identifying information from the data.

B. Bioterrorism Applications

In typical bioterrorism applications, we would like to analyze
medical data for privacy-preserving data mining purposes.
Often a biological agent such as anthrax produces symptoms
which are similar to other common respiratory diseases such
as the cough, cold and the flu. In the absence of prior
knowledge of such an attack, health care’s providers may
diagnose a patient affected by an anthrax attack of have
symptoms from one of the more common respiratory diseases.
The key is to quickly identify a true anthrax attack from a
normal outbreak of a common respiratory disease, in many
cases; an unusual number of such cases in a given locality may
indicate a bio-terrorism attack. Therefore, in order to identify
such attacks it is necessary to track incidences of these
common diseases as well. Therefore, the corresponding data
would need to be reported to public health agencies. However,
the common respiratory diseases are not reportable diseases by
law. The solution proposed in [10] is that of “selective
revelation” which initially allows only limited access to the
data. However, in the event of suspicious activity, it allows a
“drill-down” into the underlying data. This provides more
identifiable information in accordance with public health law.

C. Homeland Security Applications

A number of applications for homeland security are inherently
intrusive because of the very nature of surveillance. In [11], a
broad overview is provided on how privacy-preserving
techniques may be used in order to deploy these applications
effectively without violating user privacy. Some examples of
such applications are as follows:
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Credential Validation Problem, Identity Theft, Web Camera
Surveillance, Video-Surveillance, Watch List Problem

D. Genomic Privacy

Recent years have seen tremendous advances in the science of
DNA sequencing and forensic analysis with the use of DNA.
As result, the databases of collected DNA are growing very
fast in the both the medical and law enforcement communities.
DNA data is considered extremely sensitive, since it contains
almost uniquely identifying information about an individual
[12].

VI | CONCLUSION AND FUTURE WORK

In this paper, | have carried out a wide survey of the different
approaches for privacy preserving data mining, and analyses
the major algorithms available for randomization method and
points out the existing drawback. While all the purposed
methods are only approximate to our goal of privacy
preservation, we need to further perfect those approaches or
develop some efficient methods.
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