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Abstract: Machine learning (ML)-based forecasting techniques
have demonstrated their use in predicting perioperative
outcomes and improving decision-making about future actions.
Many application fields that required the detection and
prioritization of adverse aspects for a threat have long used
machine learning models. To deal with forecasting challenges,
a variety of prediction approaches are widely utilized. This
research illustrates the ability of machine learning models to
predict the number of patients who would be afflicted by
COVID-19, which is now regarded as a possible threat to
humanity. Each model makes three types of predictions: the
number of newly infected cases, the number of fatalities, and
the number of recoveries. It's critical to examine the disease's
spread in each state separately, as the circumstances are often
quite different. To examine data on the number of people who
have been infected in each Indian state and forecast the number
of illnesses in that state. We anticipate that such state-by-state
forecasts will assist the federal government in better allocating
its limited healthcare resources. The extent of the pandemic, the
recovery rate, and the death rate can all be predicted using data
on COVID19 disease transmission.

Corona virus cases, deep learning, machine learning, SEIR, and
Time Series Model are some of the terms used.

I. INTRODUCTION
India is a large country with a land area of 3,287,240 square
kilometers and a population of over 1.3 billion people. The
majority of Indian states are relatively substantial in terms of
both area and population. When analyzing coronavirus
infection data, assuming that India as a whole is on the same
page may not provide us the best picture. This is due to the
fact that each state's first infection, new infection rate,
progression through time, and preventive measures adopted
by state governments and the general population varies. We
must address this issue. each state on its own. It will make it
possible for government to make the most use of the few
resources available.
Due to limited resources, the techniques to dealing with the
two states must be distinct. Looking at when each state was
originally infected is one technique to distinguish the state-by-
state trends. The current approach employs a variety of
methodologies to forecast future covid19 cases, including the
number of newly infected patients, deaths, and recoveries. The
logistic approach, the exponential method, the susceptible
infectious recovered (SIR) method, linear regression (LR), least
absolute shrinkage and selection operator (LASSO), support
vector machine (SVM), and others are some of the strategies
employed by existing systems.

They employ a Logistic Growth Curve model for shortterm
forecasting, SIR models for forecasting the maximum number
of active cases and peak time, and a Time Interrupted
Regression model to assess the impact of lockdown and other
interventions. The short-term outlook for India and high-
incidence states is properly predicted by the logistic growth
curve model. The SIR model's forecast might be utilized to plan
and prepare health systems. The research also concludes that
there is insufficient data to establish that lockdown has a
favorable influence on the number of new cases.

The following aims are the major emphasis of the article:

>  Predictive modelling of the covid19 lifetime pattern in
different states.

» To anticipate the number of newly infected cases, the
number of deaths, and the number of recoveries in the
future.

» To assist the federal government in allocating
resources based on forecasts.

The extraordinary 2019 new coronavirus epidemic, dubbed
COVID-19 by the World Health Organization (WHO), has put
a number of countries throughout the world in jeopardy. The
impact of the COVID-19 epidemic, which was previously
limited to Chinese nationals, has now become a source of
severe concern for almost every country on the planet. A
majority of these nations have gone into partial or total
lockdown due to a lack of resources to deal with the COVID-
19 epidemic and the concern of overwhelmed healthcare
systems. We also take a wide look at the health of the world
economy following the outbreak to calibrate the COVID-19's
terrible impact.

II. BACKGROUND STUDY (LITERATURE)
This research presents an internet-based approach for detecting
the Covid-19 virus. To raise awareness of the virus's
propagation, it employs technologies such as web collecting
data, model implementation, and a userfriendly online platform
interface.

Future projection has a significant part in reducing the strain
on the healthcare system. It will assist medical personnel in
making the necessary plans for resource allocation. In
situations like the worldwide pandemic caused by the covid-19
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virus, when the scenario is constantly changing due to
government constraints, dynamic projection is critical.

The suggested approach is divided into three stages:
1. Web scraping, also known as web harvesting, is a
technique for extracting vast volumes of data from the
internet and storing it in an organized fashion.

2. Model implementation: for covid-19
data prediction
3. User-friendly web platform interface: to allow

individuals to share data.

Without any human intervention, the system refreshes the data
from the source and teaches itself to forecast the outcome for
the following 5 days. The dataset comes from the Johns
Hopkins University Center for Systems Science and
Engineering (JHU CSSE) and is updated on a regular basis,
thanks to the ESRI Living Atlas Team and the Johns Hopkins
University Applied Physics Lab's help (JHU APL).

In this work, an intelligent clinical decision support system for
corona virus identification in chest x-rays is proposed. The data
is divided into three categories using deep learning algorithms:
COVID-19, Pneumonia, and Normal. The work is based on
artificial intelligence research in health services, which
proposes employing chest x-ray machines to detect the covid-
19 virus early in distant places. It can help reduce the growth of
covid-19 cases in rural areas by serving as a clinical diagnostic
prior to the covid-19 test.

For improved prediction, the dataset was separated between
test and training sets using the stratify option. A total of 566
photos were used, with 70% of the data being used for training
and 30% being used to test the model. TensorFlow and
Keras(wrapper library) in Python were utilized to create the
CNN model. The tests were conducted on a Lenovo ThinkPad
p51 with an Intel® CoreTM i7-7820HQ processor running at
2.90 GHz, an NVIDIA Quadro M2200 8GB GPU, and 8GB of
RAM. The Adam optimization approach was utilized for
hyperparameter optimization for training CNN models with
cross-entropy as the loss function. After the data has been
preprocessed, it is enhanced with rotation, horizontal flip,
channel shift, and rescale.

The accuracy of machine learning algorithms in predicting the
spread of the Covid-19 virus is demonstrated in this research.
It suggests using four conventional forecasting models:

1. Linear regression (LR)

2. Least absolute shrinkage and selection operator

(LASSO)
3. Support vector machine (SVM) and
4. Exponential smoothing (ES)

They forecast the number of new cases, fatalities, and
recovered cases during the following 10 days. According to the
findings, ES yielded the most promising outcomes, followed by
LR and LASSO, however SVM fell short of expectations. The
data set provided by John Hopkins University and GitHub was
used to train this model.

The data set has been prepossessed and divided into training
and test data. The data is utilized to train the model 85 percent
of the time, and the remaining 15% is used to test it. Using the
ml algorithms, the model evaluates the provided dataset and
predictions future scenarios.

I1l. METHODOLOGY
The following mathematical model is used to determine the
increasing and falling of covid-19 cases state wise in this
system. Overall, for many there were major illness rate where
the incubation period was lengthy enough during which
infected individuals are not that infectious. This is said to be
susceptible exposed infectious recovered (SEIR). At times, the
person is in compartment E. (for exposed) The SEIR model is
a significantly assessed model for characterizing a variety of
ilinesses. The population is classified based on the following
groups per the model:
> Susceptible(S). These group of people are not
infected yet.
» Exposed(E). The individuals who fall under this
group are infected but not yet infectious
» Infectious(l). This group of inmates could infect the
other people.
» Recovered(R). These group of people have
recovered.
Five differential equations describe how with respect to time
the number of people changes in these groups. We ignore the
rigorous version rather we consider only simplified version
because we ignore the birth and the death rate from other
causes. iS I
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The SEIR model parameters are:

» Alpha(d) is a disease-induced mean fatality rate.

» Beta(B) is the probability of disease transmission per
contact times the number of contacts per unit time.

» Epsilon(€) is the rate of progression from infectious
period of exposure. It is the inverse of the incubation
period.

» Gamma(y) is the recovery rate. It’s the reciprocal of
the period of infection.

In order to use the SEIR model for forecast the population we
must master their parameters as well as the following values to
be accounted in the beginning:

Exponential smoothing (ES) is a time series forecasting
method for univariate information. It can extend to support data
with a seasonal component or systematic trend. We will be
implementing it using Time Series Forecasting Model which is
used to predict the futuristic trends based on past behavior.
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Fig 1. Proposed Work Flow

This study has some key findings which are listed below:

» ES performs best when there very limited entries in
the time-series dataset.

> Different Machine Learning algorithms seem to act
and perform better in changing class predictions.

» Most of the Machine Learning algorithms predict the
future with ample amount of data, as the size of the
dataset elevates the model performances also
improves which is directly proportional.

» Machine Learning based forecasting can be very
reliable and necessary tool for decision-makers to
contain pandemics such like COVID-19.

IV. CONCLUSION

This paper objectifies to attain and develop a machine learning
based time-series model for forecasting the futuristic covidl19
cases such as newly infected cases, the number of death and the
number of recoveries. In other words, this project aims at
presenting a time series model for identifying and analyzing the
corona virus cases using the pictorial graphs for consideration.
The main motive of this model is to carry out and upfront the
predictive modelling of the covid19 lifecycle pattern in state
wise manner and also to assist the central government to
allocate the resources.
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