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Abstract—With the recent development of 3D multimedia or display technology and the increasing demand for realistic multimedia, 3D video has gained more attention as one of the most dominant video formats with a variety of applications such as 3-dimensional TV or Free view point. In 3D video processing, depth video coding is very essential. The most important part of depth video coding is the boundary regions which affects the visual quality of a synthesized view. Here enhance depth video coding is used to estimate a partition function from the geometric structures of available neighboring blocks, and thereby exploit the high spatial correlation of the depth video signal.
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I. INTRODUCTION

Now a days a wide research have been carried out in broadcasting technologies such as 3D-Video (3DV) and Ultra-high definition (UHDTV) which can be expanded beyond the capabilities of existing 2D television, Such as system supports a more involving sense of realism and the function of free new point navigation. There are many applications for free viewpoint video but the most popular application is which allows viewers to select an arbitrary viewpoint and direction within a certain range. Another application is 3D television, which provides viewer with the 3D depth of a capture scene by copying a binocular vision system.

Depth data is used in 3D application such as 3D reconstruction and 3D broadcast with the help of depth image rendering and sensor fusion approaches. Practically fast and accurate depth acquisition is unendable. However, satisfaction of these two demands still images an open issue. For example, laser scanning can obtain relatively accurate depth maps, but it is not suitable for capturing dynamic scenes.

Alternatively, stereo vision can operate fast, but it suffers from inherent ambiguities such as the lack of texture and occlusion in finding correspondences. From this perspective, active range sensors such as time-of-flight (ToF) camera and Microsoft’s Kinect have got considerable attention due to its capability of relatively accurate and fast depth acquisition. However, these also suffer from a critical drawback: low-resolution (LR) of the depth map.

The rest of the paper is organized as follows: In next Section II, different techniques used for depth video coding for 3D video coding. Section III describes the human visual system. Finally, Section IV concludes the paper.
extensively discussed in the context of the limitations of state-of-the-art hybrid video codes such as H.264/AVC.

D. Segmentation of textured images using a multi-resolution Gaussian autoregressive model

It presents a new algorithm for segmentation of textured images using a multi-resolution Bayesian approach. The new algorithm uses a multi-resolution Gaussian autoregressive (MGAR) model for the pyramid representation of the observed image, and assumes a multi-scale Markov random field model for the class label pyramid. The models used in this method incorporate correlations between different levels of both the observed image pyramid and the class label pyramid. The techniques used for segmentation are the minimization of the expected value of the number of misclassified nodes in the multi-resolution lattice. The estimate which satisfies this criterion is referred to as the “multi-resolution maximization of the posterior marginal” (MMPM) estimate and “maximization of the posterior marginal” (MPM) estimate. Previous multi-resolution segmentation techniques have been based on the maximum a posteriori (MAP) estimation criterion, which is not appropriate for segmentation than the MPM criterion. This gives the number of distinct textures which is known in the observed image. The parameters of the MGAR model including the means, prediction coefficients, and prediction error variances of the different textures are unknown. A modified version of the expectation-maximization (EM) algorithm is used to estimate these parameters. The parameters of the Gibbs distribution for the label pyramid are assumed to be known. Experimental results giving the performance of the algorithm are obtained.

E. Textural feature for image classification

Texture is one of the important characteristics utilized in identification of objects in an image, whether the image is a photomicrograph, an aerial photograph, or a satellite image. This paper summarizes some easily computable textural features based on gray-tone spatial dependencies, and performs their application in category-identification tasks of three different kinds of image data: photomicrographs of five kinds of sandstones, 1:20000 panchromatic aerial photographs of eight land-use categories, and Earth Resources Technology Satellite (ERTS) multispectral imagery having seven land-use categories. Two kinds of decision rules are used: one for which the decision regions are convex polyhedra (a piecewise linear decision rule), and another for which the decision regions are rectangular parallelepipeds (a min-max decision rule). In each experiment the data set was divided into two parts, a training set and a test set. Test set identification accuracy is 89 percent for the photomicrographs, 82 percent for the aerial photographic imagery, and 83 percent for the satellite imagery. These obtained results show that the easily computable textural features probably have a general applicability for a broad variety of image-classification applications.

F. Comparison of texture feature based gabor filter

Texture features are compared that are based on the local power spectrum obtained by a bank of Gabor filters. The features differ in the type of nonlinear post-processing which is applied to the local power spectrum. The following features are considered: Gabor energy, complex moments, and grating cell operator features. The ability of the corresponding operators to produce different feature vector clusters for different textures is compared using two methods: the Fisher (1923) criterion and the classification result comparison. Both methods give robust results. The grating cell operator performs with the best discrimination and segmentation results. The texture detection capabilities of the operators and their robustness to non-texture features are also compared. The grating cell operator is the only one that selectively responds only to texture and does not give false response to non-texture features such as object contours.

G. Tracking human motion in structured environments using a distributed camera system

This paper presents a comprehensive framework for tracking finer human models from sequences of synchronized monocular gray scale images in multiple camera coordinates. It establishes the feasibility of an end-to-end person tracking system using a unique combination of motion analysis on 3D geometry in different camera coordinates and other existing techniques in motion detection, segmentation, and pattern recognition. The system initiates with tracking from a single camera view. When the system predicts that the active camera will no longer have a good view of the subject of interest, tracking will be switched to another camera which provides a better view and requires the least switching to continue tracking. The non-rigidity of the human body is addressed by matching points of the middle line of the human image, spatially and temporally, using Bayesian classification schemes. Multivariate normal distributions are employed to model class-conditional densities of the features for tracking, such as location, intensity, and geometric features. Limited degrees of occlusion are tolerated within the system. Experimental results using a prototype system are presented and the performance of the algorithm is evaluated to demonstrate its feasibility for real time applications.

III. HUMAN VISUAL SYSTEM

A significant property of the human visual system (HVS) is that motion detection is more reliable than colour vision, shape recognition, or other visual stimulus. In particular, the HVS gives priority to track fast and unpredictable objects (“noticeable motion”) when compared to slow or predictable motion (“non-noticeable motion”). Therefore, for the case of multiple motion types in a scene, noticeable motion attracts more attention.

Besides, assume that for background or non-noticeable motion objects the viewer only perceives the semantic meaning of the displayed objects keeping his/her attention on noticeable objects.

In human visual system extracted frames are used for motion classification in which noticeable and non-noticeable objects are separated out. Noticeable objects include foreground objects, while non-noticeable objects are indiscernible from the background.
objects and non-noticeable objects possess background objects.

Later, noticeable objects are encoded which are then transferred to decoder through a channel. The non-noticeable objects are non-encoded but they are kept as side information. Finally, decoded objects and side information are combined in a synthesizer to give output of reconstructed frames.

**A. foreground-background segmentation**

The foreground–background extraction problem aims at estimating the camera movement (global motion) that affects both the moving and stationary points in a scene. By global motion we mean the apparent motion induced by the camera in the video sequence. Extracting the background from a video sequence is an open problem because one needs to take into consideration various issues such as illumination changes, background object displacements or non-static backgrounds. Moreover, the method has to be computationally efficient yet robust. Various effects may degrade the performance including moving object shadows that appear on background objects or non-static background.

**B. Iterative Foreground Extraction**

In the foreground extraction there are the basic four steps which will be extract the foreground object

1. Once the eight parameters are obtained, apply the global motion model, to all central point’s belonging to background blocks of the reference frame. Thus, we obtain representing motion model, to all central points in the current frame. By global motion we mean the apparent motion induced by the camera in the video sequence. Extracting the background from a video sequence is an open problem because one needs to take into consideration various issues such as illumination changes, background object displacements or non-static backgrounds. Moreover, the method has to be computationally efficient yet robust. Various effects may degrade the performance including moving object shadows that appear on background objects or non-static background.

2. \( \delta_k \) is compared with a sequence dependent threshold \( D_h \). Macro-blocks with \( \delta_k \) greater than \( D_h \) are considered to be foreground, otherwise they are background.

3. Once the new set of background macroblocks is obtained, we remove the isolated macroblocks with a simple morphological closure operation.

4. Finally, obtain an updated version of the elements belonging to \((X_k,Y_k)\) and consequently to \((X_k',Y_k')\) that we use to estimate the eight-parameter model again using LS.

**IV. CONCLUSIONS**

The comparative study of depth video coding techniques for 3D videos focuses on the human visual system (HVS) with advancement in the high coding efficiency. The HVS method has low data rate giving high perceived visual quality of 3D videos as compared to other existing methods. An area such as slow/global motion objects can be synthesized with acceptable perceptual quality which provides a very reasonable data rate savings.
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