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Abstract: Cloud Computing has gained popularity in the 

recent years. Node failure when applications run in servers 

are a major concern to be addressed. This is otherwise called 

as Fault Tolerance. Reliability and availability of nodes 

during execution of critical service applications is a major 

concern which may otherwise affect the quality of service 

provided by the cloud service providers.  

In order to reduce the impact of failure when an application 

runs on the cloud, there should be mechanism to anticipate 

the failures so that failures can be proactively addressed. This 

paper addresses the various fault tolerance techniques used to 

deal with various software faults in a virtualized cloud 

environment. Fault-tolerance is an important issue in job 

scheduling on cloud data centers. One way of providing fault-

tolerance is to schedule multiple copies of a task on different 

virtual machines. Replication is of the most common methods 

in fault tolerance but still it faces lots of problems. This paper 

discusses different techniques of fault tolerance and highlights 

the problems met proactive and replication as one of these 

techniques. 

 

Keywords- Fault tolerance, real time system, virtual machine,  

proactive and replication.  

 

1. INTRODUCTON: 

 

Computer network technologies have improved in the last 

20 years. After the arrival of Internet the networking of 

computers has led to several novel advancements in 

computing technologies like Distributed Computing and 

Cloud Computing. The term distributed systems and cloud 

computing systems refer to different things, however the 

underlying concept between them is same. 

Companies outsource their IT services to third party 

providers due to the high cost of maintaining the internal 

infrastructure. This trend led to the emergence of the so-

called cloud computing approach. These providers are 

called as Cloud Service Providers.  One of the greatest 

advantages of cloud computing is to allow customers to 

pay only for the amount of resources used by them. The 

cloud provider is responsible for the administration of the 

cloud resources that includes hardware and virtual 

machines (VM) and services. It is the responsibility of the 

provider to manage the accommodation of the capacity of 

the cloud. Cloud customers make use of the resources 

provided by the cloud to deploy and execute their 

applications.  

When real time applications of customers run in cloud 

infrastructure the chance of node failure is quite high. As 

most of the applications which run on cloud are safety 

critical systems. In general, real-time system is one that 

should process information and create a response within a 

scheduled time else may risk severe consequences 

including failure [12]. So the reliability depends not only 

on the logical result, but also the time of delivery [26]. 

Failure to respond when a system fails is equal to a wrong 

response [17]. The two characteristics which decide the 

reliability of cloud systems are timeliness and fault 

tolerance. 

Fault tolerance is a concept that widely used in computer to 

indicate that the system continues working in the existence 

of failures. It has gained more concern with the emergence 

of cloud computing. With the large-scale and dynamic 

environment in clouds, errors become more popular and the 

need for fault tolerance becomes a must. The consequences 

of missing a deadline while scheduling jobs can be 

catastrophic in resource scheduling in cloud data centers in 

which the consequences are relatively tolerable.   

In cloud computing there are two types of fault tolerance 

reactive and proactive. Reactive fault tolerance means to 

remove the fault after it occurs. Basically reactive fault 

tolerance reduces the effects of error on application 

execution. Proactive fault tolerance refers to avoiding 

faults, errors and failures by predicting them in advance. 

In order to make the execution succeed, different replicas 

of task are run on different resources until the whole 

replicated task is accomplished. Replication is one of the 

most techniques used in clouds and considered as a reactive 

technique to reduce the impact of failure in the system. 

Proactive FT keeps an application alive by avoiding 

experiencing failures through preventative measures. It 

anticipates the failure using Pre-fault indicators, such as a 

significant increase in heat, can be used to avoid an 

imminent failure through anticipation and reconfiguration. 

 

2. LITERATURE REVIEW 

 

Cloud computing differs from standard distributed system 

since it is a real time system. Malik and Fabrice in [21] 

define real-time system as any information processing 

system which has to respond to externally generated input 

stimuli, within a finite and specified period of time [12]. So 

the correctness depends not only on the logical result, but 

also the time it was delivered [26]. Failure to respond is as 

bad as the wrong response [15][17]. These systems have 

two main characteristics by which they are separated by 
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other general-purpose systems. These characteristics are 

timeliness and fault tolerance [36]. By timeliness, we mean 

that each task in real time system has a time limit in which 

it has to finish its execution. And by fault tolerance means 

that it should continue to operate under fault presence [6]. 

Cloud computing has gained popularity because of its 

efficient way of referring to the use of shared computing 

resources. When several instances of an application 

running on several virtual machines, a problem that arises 

is implementation of an autonomic fault tolerance 

technique to handle a server failure to reassure system 

reliability and availability.  

Proactive FT keeps an application alive by avoiding 

experiencing failures through preventative measures. In 

contrast, reactive FT keeps an application running through 

recovery from experienced failures. More precisely, 

proactive techniques anticipate, while reactive mechanisms 

respond. Although reactive solutions perform preventative 

measures, they do not avoid failures; instead, applications 

experience failures and recover [34]. 

In a dynamic cloud environment it is important that tasks 

complete within their deadline even in the presence of a 

virtual machine failure. There are three layers   identifiable 

in a cloud platform: resources, VMs and applications. Each 

of them is concerned with failures. Therefore, we identify 

three types of failure in a cloud platform: hardware failure, 

VM failure and application failure. 

 

3.1. FAULT TOLERANCE 

In general, a failure represents the condition in which the 

system deviates from fulfilling its intended functionality or 

the expected behavior. A failure happens due to an error; 

that is, due to reaching an invalid system state. While fault 

tolerance, is the ability of the system to perform its 

function even in the presence of failures [14]. 

Fault tolerance is a setup or configuration that prevents a 

computer or network device from failing in the event of an 

unexpected problem or error [13]. It makes to achieve 

system dependability. Dependability is related to some QoS 

aspects provided by the system, it includes the attributes 

like reliability, safety and availability [4].  

Definition of Fault Tolerance according to J. Ravi and P. 

Vincenzo [14] is the ability of the system to perform its 

function even in the presence of failures. While N. Toan et. 

al [25] defined fault-tolerance as a generic term that has 

long been used to name the ability of systems and 

applications to handle errors. 

X. Kong et. al.[19] presented a model for virtual 

infrastructure performance and fault tolerance. But it is not 

well suited for the fault tolerance of real time cloud 

applications. 

A VM failure is detected when the VM does not respond to 

a ping request or when the hypervisor indicates an error 

state. The research work in [33] focuses on fault tolerance 

in cloud computing platforms and more precisely on 

autonomic repair in case of faults. It discusses the 

implications of this splitting in the implementation of fault 

tolerance. In most of current approaches, fault tolerance is 

exclusively handled by the provider or the customer, which 

leads to partial or inefficient solutions. Solutions, which 

involve collaboration between the provider and the 

customer, are much promising.  

In [14] the authors focus on characterizing the recurrent 

failures in a typical cloud computing environment, 

analyzing the effects of failures on user’s applications, and 

surveying fault tolerance solutions corresponding to each 

class of failures. The perspective of offering fault tolerance 

as, a service to user’s applications, as one of the effective 

means to address user’s reliability and availability concerns 

is discussed.  The most widely adopted methods in this 

approach is to achieve fault tolerance against crash faults 

and byzantine. Using the FTM framework, the notion of 

providing fault tolerance as a service can therefore be 

effectively realized for the Cloud computing environment.  

The main advantages of using fault tolerance in cloud 

computing includes failure recovery, lower costs, and 

improved standards in performance [10], [1].  The notion of 

faults, errors and failures is understood as a chain [14] 

using the following definitions [5], [2]:  

Fault =>Error => Failure => Fault=> Error=> Failure 

 

3.2. PRACTIVE FAULT TOLERANCE 

The notion of proactive fault tolerance emerged in recent 

years. It is a concept that prevents compute node failures 

from impacting running parallel applications by 

preemptively migrating parts of an application (task, 

process, or virtual machine) away from nodes that are 

about to fail. Pre-fault indicators, such as a significant 

increase in heat, can be used to avoid an imminent failure 

through anticipation and reconfiguration. Since avoiding a 

failure through preemptive migration is significantly more 

efficient than recovery from failure via traditional reactive 

FT mechanisms, such as checkpoint/restart, HPC system 

utilization becomes more efficient. [34]. 

There is a need for standardized metrics and interfaces. 

Currently, each solution uses its own metrics for measuring 

and evaluating health and interfaces between components. 

This makes comparison and integration unnecessary 

difficult. Another challenge is the need for reliable analysis 

to factor in performance parameters as the goal is to 

improve time to solution. More extensive work in 

performability analysis for HPC is needed [34]. 

 

3.3. FAULT TOLERANCE TECHNIQUE IN CLOUDS 

The existing fault tolerance technique in cloud computing 

considers various parameters: throughput, response-time, 

scalability, performance, availability, usability, reliability, 

security and associated over-head as mentioned in [3][14]. 

A large number of studies have conducted on the data fault-

tolerant systems in the recent years that resulted in the 

invention of new strategies for finding the advantages and 

obstacles of fault-tolerant systems. In this section, we 

introduce the most recent fault-tolerance techniques in the 

Cloud Computation.  The main limitation is we  cannot 

tolerate what we don’t expect. 

Fault masking: The fault masking is a structural 

redundancy technique to correct faults immediately for any 

kind of hardware redundancy. It completely masks the set 

of redundant modules. A set of similar modules execute the 

same functions and the output is voted to remove errors 
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created by a faulty module called as error voting.  The 

drawback of this approach is that if faults are only hidden 

and fault detection is not used, the faulty components will 

not be detected, the available redundancy is going to 

decrease and the system will not be aware of that. 

Reconfiguration: The ability of a system to alter the active 

interconnection among modules has a history of different 

purposes and strategies. Its purposes develop from the 

relatively simple desire to formalize procedures that all 

processes have in common to reconfiguration for the 

improvement of fault-tolerance, to reconfiguration for 

performance enhancement, either through the simple 

maximizing of system use or by sophisticated notions of 

wedding topology to the specific needs of a given process. 

The main drawback of this approach is that it discards the 

nominal controller completely in favor of a redesigned 

optimal controller. Therefore this approach is limited to 

systems which used an optimal controller or at least an 

observer/state feedback controller. 

 Check pointing–It is an efficient task level fault-tolerance 

technique for long running and big applications .In this 

scenario after doing every change in system a check 

pointing is done. When a task fails, rather than from the 

beginning it is allowed to be restarted that job from the 

recently checked pointed state.  

Job Migration –Some time it happened that due to some 

reason a job can- not be completely executed on a 

particular machine. At the time of failure of any task, task 

can be migrated to another machine. Using HA-Proxy job 

migration can be implemented.  

Replication- It is one of the most significant fault-tolerant 

techniques in storage centers that widely used in laboratory 

settings and in online service systems. Replication means 

“to copy.” Different tasks are replicated for successful 

execution and optimal results, so replication performs on 

different resources. Replication can be executed through 

HA-Proxy, Hadoop and AmazonEC2. 

Self-Healing- A big task can divided into parts .This 

Multiplications done for better performance. When various 

instances of an application are running on various virtual 

machines, it automatically handles failure of application 

instances.  

Safety-bag checks: In this case the blocking of commands 

is done which are not meeting the safety properties.  

S-Guard- It is less turbulent to normal stream processing. 

S-Guard is based on rollback recovery. S-Guard can be 

implemented in Hadoop, Amazon EC2.  

Retry- In this case we implement a task again and gain. It 

is the simplest technique that retries the failed task on the 

same resource.  

Task Resubmission- A job may fail now whenever a 

failed task is detected, In this case at runtime the task is 

resubmitted either to the same or to a different resource for 

execution. 

Nowadays, demands for high fault tolerance and high 

serviceability are becoming unprecedentedly strong, 

building a high fault tolerance and high serviceability cloud 

is a critical, challenging, and urgently required task [40], 

[38]. Cloud serviceability and fault tolerance are still far 

from perfect. Failures are normal rather than exceptional in 

cloud computing environments, due to large-scale time-

critical data support, and because cloud platforms are 

usually run in the form of voluntary. 

 

3.4. REPLICATION AS FAULT TOLERANCE  

One of the most widely adopted methods in [14] [18] to 

achieve fault tolerance against crash faults is replication. 

Replication: Critical system components are duplicated 

using additional hardware, software and network resources 

in such a way that a copy of the critical components is 

available even after a failure happens. Replication 

according to [10] is one of the most significant fault-

tolerant techniques in storage centers. Replication means 

“to copy.” Different tasks are replicated for successful 

execution and optimal results, so replication performs on 

different resources. Replication can be executed through 

HA-Proxy, Hadoop and AmazonEC2.  

The basic mechanism to achieve the fault tolerance 

suggested by M. Sheheryar  and F. Huet. [21] is replication 

or redundancy [6]. In [16] Replication: Various task 

replicas are run on different resources, for the execution to 

succeed till the entire replicated task is not crashed. 

Due to the replication, cost for renting the cloud resources 

will increase. But it is really required to avoid the 

catastrophic loss [33]. 

In order to achieve high fault tolerance in clouds [32], in 

the replication fault tolerance strategy, there are three 

important problems that must be solved: which considers 

which data to replicate and when to replicate, and how 

many and where the new replicas need to be placed, and 

the trade-off between high fault tolerance and high cloud 

SLOs. With the number of new replicas increasing, the 

system maintenance cost will significantly increase, and 

too many replicas may not increase the availability, but 

cause unnecessary spending instead.  

In [32] data replication mechanism in distributed 

computing can be classified into two groups: static 

mechanisms [8],[31]where the replication strategy is 

predetermined and well defined while dynamic replication 

mechanisms [39], [35],[37] automatically creates and 

deletes replicas according to changing access patterns. The 

major Fault tolerance (FT) strategies based on J. Ravi and 

V. Piuri in [14] can be divided into passive replication 

strategies and active replication strategies. 

 

3.5. REPLICAION TYPES 

There are two strategies for replication: active and passive. 

In active replication, all the replicas are simultaneously 

invoked and each replica processes the same request at the 

same time. This implies that all the replicas have the same 

system state at any given point of time and it can continue 

to deliver its service even in case of a single replica failure. 

In passive replication, only one processing unit (the 

primary replica) processes the requests while the backup 

replicas only save the system state during normal execution 

periods. Backup replicas take over the execution process 

only when the primary replica fails.  

a. Primary-backup replication: In the primary-backup 

strategy [24], one of the replicas, called the primary 

receives the invocations from the client process, and sends 
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the response back. Given an object x, its primary replica is 

noted prim(x). The other replicas are called the backups. 

The backups interact with the primary, and do not interact 

directly with the client process. 

b. Active replication: In the active replication technique, 

also called  state-machine approach" [7], all replicas play 

the same role: there is here no centralized control, as in the 

primary backup techniques. 

c. Passive Replication: In passive replication there is 

only one server (called primary) that processes client 

requests. After processing a request, the primary server 

updates the state on the other (backup) servers and sends 

back the response to the client. If the primary server fails, 

one of the backup servers takes its place. Passive 

replication may be used even for non‐deterministic 

processes. The disadvantage of passive replication 

compared to active is that in case of failure the response is 

delayed. 

Virtual machine replication (VM replication) is a type of 

VM protection and disaster recovery for all virtual 

machines in the environment. That takes a copy of the VM 

as it is right now and copies it to another VM. Replication 

of VM can be stored on the same host, different local host, 

or even a remote host.  

 

4. ANALYSIS 

 

Most of the real time applications require the fault 

tolerance capability to be provided. A lot of work has been 

done in the area of fault tolerance for standard real time 

systems. But there is lot of research room available in fault 

tolerance of real time application running on cloud 

infrastructure.  

The cloud service provider usually host fewer physical 

servers and increase number of virtual machines (VMs). IT 

professionals must balance VMs with available resources. 

Virtualization saves costs by reducing the need for physical 

hardware systems. Virtual machines more efficiently use 

hardware, which lowers the quantities of hardware and 

associated maintenance costs, and reduces power and 

cooling demand. They also ease management because 

virtual hardware does not fail. Administrators can take 

advantage of virtual environments to simplify backups, 

disaster recovery, new deployments and basic system 

administration tasks. 

Fault tolerance is concerned with all the techniques 

necessary to enable a system to tolerate software faults 

remaining in the system after its development. Fault 

tolerance is one of the major challenges faced by cloud 

services for HPC applications. The fault tolerance approach 

used in high performance and distributed systems is not 

applicable to cloud because of the resource sharing strategy 

of cloud.  

The practice followed currently for fault tolerance (FT) is 

checkpoint/restart. However, with increasing error rates, 

increasing aggregate memory and not proportionally 

increasing I/O capabilities, this method is becoming less 

efficient.  

The other  easiest and cheapest way of dealing with fault 

tolerance is of dealing with failures is to add some 

“invulnerable” stations that will oversee the system, 

assigning work to normal stations and dealing with their 

failures. The main disadvantage of this solution is, 

however, creation of a bottleneck. Scalability of such 

system is bounded by performance of these special stations. 

 There are number of fault tolerance models which provide 

different fault tolerance mechanism to enhance the system 

performance and reliability. There are some drawbacks 

with the existing fault tolerance models.  

Replication is widely used in providing fault tolerance but 

still suffers from lots of problems such as cost of used 

resources. The more number of replicas we use, the higher 

goes the cost of rented resources. More number of replicas 

may imply number of problems in managing and handling 

these replicas especially when some of the replica fails. 

 

5. CONCLUSION: 

 

One of The basic mechanisms to achieve the fault tolerance 

is replication and proactively predicting the faults. Due to 

replication, cost for renting in cloud resources increase. But 

it is really required to avoid catastrophic loss. With the 

number of new replicas increasing, the system maintenance 

cost will significantly increase, and too many replicas may 

not increase the availability, but cause unnecessary 

spending instead. Although proactive techniques suffers 

lots of drawbacks it is used in most critical system to avoid 

system crash. Lots of enhancements needed in these areas. 
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