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Abstract— This paper reviews the concepts underlying Free 

View Point TV (FTV) technology. FTV promises to revolutionize 

the way in which we interact with captured visual scenes. 

Existing state of the art technology is based on concepts and 

theories that have been evolving over the past century. 

Nonetheless, major theoretic and conceptual hurdles still need to 

be overcome to allow the full potential of FTV to be reached. 

One of these is the ability to sample the visual scene accurately 

enough for accurate synthesis to be achievable. This paper 

presents the case for a fresh look at the way that visual scenes 

are sampled. 
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I. INTRODUCTION 
Free View Point TV (FTV) promises to revolutionize the 

way we consume visual content [1]. FTV allows a viewer to 
see a visual scene from different points of view, either by 
moving around a display or by remaining stationary and 
selecting different points of view. In some way, FTV is an 
extension of 3D TV since 3D presentations rely on the 
rendering of two views to create a perception of depth by the 
viewer [2]. However, FTV is more than just an extension of 
3D TV, it promises to allow a true immersive experience for 
the viewer who can interact with a complete visual scene 
rather than one view from that scene.  

 

Some form of FTV has been used by broadcasters in 
limited trials [3], however, the choice of which view viewers 
saw in such trials was left up to the producer. The challenges 
that needed to be overcome in order to create limited versions 
of FTV include: the capture of the visual scene; the selection 
of the sub-set of possible views from that scene; the 
compression and transmission of the views selected; and the 
rendering of the selected views for the viewer. 

 

The development of stereoscopic 3D display technology 
(requiring glasses) has been closely followed by the 
development of auto-stereoscopic display technology (which 
does not require glasses) [2, 4]. Such displays can be used to 
generate multiple views at different locations within the 
viewing region. It has recently been reported that displays 
capable of rendering more than 70 views have been developed 
[5]. With the evolution of the auto-stereoscopic display 
technology, the rendering of FTV content has become a 
feasible possibility. 

 

This paper is a review of FTV and the concepts 
underpinning the technology enabling it. Although a whole 
system perspective is taken whereby the generation, 
representation, compression, delivery and rendering of FTV 
content is discussed, the main focus is on the models used to 
parameterize the problems that need to be solved.  Recent 
reviews of FTV such as [1] and [5] have either provided a very 
general introduction to the topic (as in [1]) or a review that is 
very focused on one part of the FTV pipeline, namely 
compression via the use of depth maps (as in [5]). In contrast, 
this review aims to provide a survey of the concepts related to 
FTV. 

A. The Free View Point Challenge 

To allow immersion within a visual scene, that scene must 
first be captured. In order to capture a visual scene, one must 
know what to capture. As such, a conceptual model of a visual 
scene is required. One popular such model is the “Plenoptic 
function” [6] which represents the visual scene as a seven 
parameter function that is based on the idea that light can be 
represented by a set of straight lines or “rays” and these rays 
can be grouped into “pencils” via which a capturing device 
(such as a camera or an eye) gets a view of the scene. Thus the 
Plenoptic function is represented as: 

 
zyxP VVVtF ,,,,,,    (1)  

 

which represents the capturing device’s position with the V 
terms, the angles at which the light rays enter the eye or 

camera with   , , the wavelength of the ray and the instant 

of time at which it is captured with  t, . This representation 

is typically simplified via the assumption of a constant 
wavelength and the dropping of the time term (because each 
image represents one sample in time) which leads to a five 
dimensional function. The five dimensional version of this 
function seems to have been initially discussed in the 
introduction to [7] where the translators of that work into 
English point out that Gershun’s three dimensional vector 
representation is insufficient to represent the light field (which 
is another name for the Plenoptic function and will be used 
interchangeably with it). This five dimensional function is 
explained in [8] as follows1: 

“From an operational standpoint, the first basic 

photometric concept is radiant power per unit area. We 

measure this quantity at a point P in a definite plane. Since 

the position of a point in 3-space requires the specification of 
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three independent coordinates, and the orientation of a 

surface needs two angles, we are dealing with a scalar 

function of five variables. We propose to call this concept 

pharosage, and to denote it by D. (Pharos is a Greek word 

meaning “lighthouse” or “beacon”; the age ending indicates 

“per unit area”).” 

 

Having some mathematical representation for the visual 
scene then raises the question of how such a function should 
be sampled. In order to sample a function, re-parameterization 
may be required. It will be seen that this has actually been 
found to be the case for the light field. In turn, the frequency of 
sampling and the method of sampling become issues. Next, the 
representation of these samples for storage or transmission 
needs to be considered. These considerations must be made 
with the rendering and display tools in mind since these 
perform the necessary reconstruction of the visual scene from 
the, perhaps compressed, samples for presentation and 
navigation. 

To the above list of issues, one may add the question of 
which part of the system does what? To clarify: for FTV to 
provide an immersive experience, it must recreate all of the 
views of the visual scene that the viewer wishes to view. Those 
views could be from outside of the scene, or inside the scene. 
Figure II-1 illustrates the difference. To be able to recreate all 
those views, enough information must be available at the 
rendering point. If, as is expected, that information is to be 
compressed then there must be some way of interpolating 
between sample views (since compression, by definition, 
entails the discarding of redundant information). Such 
interpolation is computationally complex (the complexity of 
which will be elaborated upon in later sections) and hence the 
question of where those computations are to be spent arises. 

B. Elements of a Free View Point System 

Figure II-2 illustrates the main components of a FTV system. 
The components shown within dashed boxes are those that are 
not essential for such a system but would probably be included 
in a practical FTV pipeline. From a system design perspective, 
the main components of FTV are scene capture, (potentially) 
scene editing, parameterization, compression, decompression, 
view interpolation, presentation and navigation control.  

As will become apparent, although scene capture may be 
conceptually separate to parameterization, these two functions 
are interdependent (for example, specialized equipment may 
be used to enable a faster depth map generation, as will be 
discussed in section II.C). The same applies to compression 
and parameterization as well as view interpolation and 
parameterization. As such, a major part of this paper is spent 
on discussing the different parameterizations that have been 
used to represent visual scenes. 

 

 

 

 

 

It will also become apparent that scene capture is not a 
straight forward task, involving resource trade-off decisions in 
terms of the number of views that will be captured and in what 
way (as in what camera technology will be used, what will be 
the visual scene boundary and over which period of time). 
This, of course, is scene sampling and it forms, in the author’s 
opinion, a significant hurdle to the realization of FTV systems. 
We begin the next section with a discussion of sampling 
approaches that have been, and are, used for visual scene 
capture. 

II. THEORY - FREE VIEW POINT MODELS 

A. Sampling the light field 

As mentioned, one of the first issues that arise in FTV is 
that of sampling the visual scene that FTV will allow the 
viewer to experience. According to sampling theory, a function 
may be represented by: 

 
n

nn
tgtg S)()(     (2) 

when it is continuous in some domain [9]. In order to 
sample the light field, it is assumed that the five dimensional 
function (the reduced Plenoptic function) is continuous in all 
dimensions. Whether this assumption is absolutely correct, in a 
geometric sense, given what is known about the physical 
nature of light [10] is questionable. However, this is the 
assumption that has been made historically. 

The light field is typically sampled with 2D images [11-
14], so the placement and synchronization of cameras around 
the visual scene are significant considerations. In much of the 
early work on light field capture and reconstruction, 
specialized systems needed to be developed to provide what 
seemed to be a sufficient set of samples [12, 15, 16]. This 
situation has not changed much in recently reported work, 
although the focus has shifted to more challenging problems 
[17-19]. Earlier works in the field of Plenoptic function 
reconstruction focused on the use of images only as a step 
away from the then prevalent geometric representation of 
scenes [12, 14] because of the recognition of the complexity of 
obtaining accurate geometric representations of visual scenes 
[20, 21]. This raised the question of how many images were 
required to accurately represent a visual scene. Somewhat of 
an answer was provided in [11] where the authors identified an 
inverse relationship between the number of images and the 
complexity of geometric representation, where the complexity 
of the geometric representation refers to the number of unique 
depth maps available with the images. Now, the generation of 
accurate and consistent depth maps is not a trivial issue [5, 22-
24] and so the trade-off between the number of images 
sampling the light field and the number of depth maps is in 
turn not trivial to optimize. However, the consensus in the field 
seems to be in favor of the use of depth maps in combination 
with image samples to represent a visual scene [5]. 
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Figure II-1 (a) views from outside the scene (b) a view from inside the scene 
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Figure II-2 High level decomposition of Free Viewpoint TV system 
 

What the foregone discussion points to is a fundamental 
issue that does not seem to have been settled in the literature, 
specifically: what band-limiting should be applied to the signal 
representing the light field before sampling is undertaken? It is 
well known from sampling theory that the general assumption 
underlying the representation of a function as given in (2) is 
that it is band-limited. Thus, in order to sample a function 

sufficiently, the bandwidth of that function needs to be known 
(or imposed on the original function through filtering). This 
does not seem to have been taken into consideration in the 
previously mentioned works. If one considers the sampling 
setup described in [25] where the authors describe the 
capturing of a “ground truth” image set to which interpolated 
views can be compared, it is noteworthy that the number of 
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sampling cameras is considerably more than those in 
previously reported works. Yet the authors do not claim that 
their capture setup is sufficient to capture all of the non-
redundant visual information of the light field (nor do they 
need to as they were concerned with the results of algorithms 
interpolating between views – to view a complete result set for 
the tested algorithms see [26]). The point here is simply that it 
may be impractical to sample a light field completely in the 
traditional, band limited, sense (how many images would need 
to be captured in a second to ensure that absolutely no changes 
in a view were missed?). Instead, sampling the light field may 
require the use of sampling techniques for “not necessarily 
band-limited functions” [27].  

 

 

 
 
To highlight the significance of obtaining a deeper 

understanding of the sampling problem when it comes to the 
light field, consider the discussion presented in [13]

 

with 
regards to the potential applications of light field rendering. In 
focusing on one potential application, the author of [13]

 
discusses how increased sampling density leads to not only the 
ability to reconstruct views from the same plane as the 
capturing cameras, but also to reconstruct views from a plane 
that is closer to the object (allowing a zoom in of the light 
field, as mentioned previously). It is further pointed out that 
one of the main challenges at the time of writing was the 
capture, parameterization and reconstruction of a reflectance 
field –

 

i.e. a light field that does not assume

 

constant 
illumination, but rather a combination of incoming rays and 
reflected rays. This is clearly the more realistic representation 

of our world and the influence of reflectance on an entire light 
field seems to have been considered first in [28].

 
B.

 

Light Field

 

Representation

 
The Plenoptic function represents the light field in one set of 

parameters, others have been (and continue) to be used. The

 

main reason for the use of different parameter sets is because 

this is one way of restating the (mathematical) problem at 

hand to allow the application of proven tools for the 

development of a solution. Summaries of popular 

parameterizations are presented in [20, 29]. Following the 

nomenclature of [29], these parameterizations can be labelled 

as the “two plane model” (2PP), the “point on a plane with 

direction model” (DPP), the “two points on a sphere model” 

(2SP) and the “point and direction model” (PDP) 

 

 

 
 

 

 

1)

 

Light Field –

 

DPP (Ray Space)

 

The Ray Space parameterization (which is the same as 
DPP) has been advocated by one of the pioneers of FTV [1, 
30]

 

because it aids in the conceptual design of practical 
systems. However, another advantage claimed for this 
parameterization is that it enables uniform sampling because it 
fits the spherical model of the light field according to [29], 
whose analysis of different light field models results in an 
error bound metric for the different parameterizations. 
According to this metric, all parameterizations that fit the 
spherical model of the light field have lower direction and 
position error bounds (these are the components of the 
developed error bound metric) because of the ability to 
uniformly sample the sphere. However, these are the error 
bounds of the available models and not the error incurred due 
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Figure I-1 (a) two plane parameterization (2PP), (b) point and direction (PDP), (c) two points on a sphere (2SP) and (d) direction and point (DPP)
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to a signal processing function (such as quantization) and these 
bounds are derived fundamentally based on the number of 
positional and directional samples.  

 

One interesting extension to such an analysis would be to 
determine the sensitivity of each model to signal processing 
noise, which would be of relevance to FTV because of the 
expected production chain (capture, parameterization, 
compression, transmission/storage, decompression and 
rendering). Further, it would also be relevant to carry out a 
similar analysis with a different sampling series to that used in 
[29] to gain an understanding of whether the above mentioned 
conclusion is a manifestation of the parameterization used or 
of the sampling series assumed. 

The use of DPP has also been advocated in [23] where the 
concept of sprites with depth and layered depth images was 
introduced. The sprites with depth and layered depth images 
allow for smooth interpolation between views. The layered 
depth maps store multiple depth values for a single line of 
sight, allowing for faster rendering of different views. 
Although the main impetus for these concepts at that time was 
the complexity of rendering, the authors present a relevant 
discussion about the sampling of the light field as represented 
in DPP. The authors argue for a sampling arrangement where 
only rays carrying significantly different information from 
what is available are accepted as new samples. Naturally, one 
would need to identify the light rays which carry “new” 
information and that is possible if the scene geometry is known 
along with the capture setup. More discussion on the use of 
depth maps in combination with images will be presented in a 
later section of this paper. 

 

In a significant shift towards enabling high quality view 
reconstruction, [16] reported the innovative step of 
representing the 4D DPP of the light field as a summation of 
the products of 2D functions, as given by (3) [16]. 





K

k

kk hsrgsrf
1

),(),(),,,(    (3)  

 

The first 2D function represents the surface light field – i.e. 
the light field at the source, and the second represents the view 
from which the surface is being observed. This separation 
clearly reduces the need to make the simplifying assumption 
that the surface has constant illumination as the original light 
field parameterizations did (such as in [12]). This 
“factorization” of the light field also allows for very high 
compression rates to be achieved (1000:1 and more were 
reported in [16]) whilst maintaining high PSNR measured 
quality and the ability to render on standard graphics cards in 
real time (with the image size used by the authors). The reason 
for the high compression ratio obtained is the ability to apply 
different compression techniques to the two functions. It is 
noteworthy that the authors do not explain the reasons for their 
choice of factorization, but its power is clearly in separating 
the source from the recorded view, allowing for mathematical 
associations between different views of the same source. The 
system presented by the authors is an image based capture and 
rendering system that requires a specialized image capture 
setting, as did almost all other visual scene recreation systems 
at that time. Other works have since extended this concept of 

factorizing the visual scene such as that presented in [31] 
where the authors of that work propose a factoring of images 
which is applicable to both rendering and compression.  

2) Light Field - 2PP 

One of the earliest and most widely cited 2PP 
representations is described in [12] where a three dimensional 
cube is described as six flat plane pairs (named “slabs”) in 
order to capture the different views and to enable the 
generation of new views. In this case, the Plenoptic function is 
reduced to a 4D function and then parameterized using two 
planes per view. The distance between the planes is fixed. A 
special stage with visual tags was used by the authors to allow 
the determination of the visual cube. It is significant to note 
that the authors used a quadralinear basis function for their 
sampling because it is not clearly explained why that choice 
had actually been made. It would have seemed more in line 
with existing sampling theory to actually use a three 
dimensional sinc function (or an appropriate version of the 
sinc function) [9]. It seems that the use of a quadralinear 
function could be the reason why the authors then need to use 
depth estimates in order to avoid blurring of the image. This 
approach is very similar to the one described in [5]. 
 

Further, the authors of [12] do not address what happens at 
the edges of the cube – which would clarify how this approach 
would compare to spherical parameterization. One could guess 
that the authors would allocate the edge between two slabs (a 
pair of planes) to either, however, the rays from the slabs 
would cross over at the edges which would most likely lead to 
a “jump” in between views. One of the main problems that 
[12] faces is the lack of an error or distortion function that is 
being minimized. So the results presented are in terms of 
practical implementation and some visual evidence showing 
that the presented method works. 

 

These observations of the limitations of the 2PP of the light 
field were also made in one of the earliest models of the light 
filed as described in [32]. The model developed in that work is 
cylindrical because of the recognized disadvantages of using a 
cubic model (the oversampling problem between the faces of 
the cube, as noted above) and the spherical models (it was 
difficult to capture the information in that format for 
programming purposes at that time). Although the authors 
recognize that the cylindrical model is in fact an 
approximation of the more complete spherical model, there is 
no mention of any assumptions regarding the properties of the 
surfaces that are being represented in the views which make up 
the Plenoptic function. The authors use a transformational 
relationship between images (any two images from different 
views can be shown to be transformed versions of one 
another), which has since become a popular part of image 
based rendering, where the transform is decomposed into 
intrinsic (internal to the camera) and extrinsic (external to the 
camera) properties, however, the surface attributes of the 
objects being represented by the images are not captured by 
this model. 
 

3) Free Viewpoint TV and different light field 

representations 

A primary requirement for FTV is the ability to interpolate 
new (or novel) views from existing views (samples). As such, 
it is worthwhile for us to take a deeper look into how different 
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representations of the light field can influence the results of 
such an operation. In this section it is assumed that the light 
field representations do not utilize scene geometry 
information, the use of which will be discussed in section 
II.B.4). 

According to [32], “all image-based rendering approaches 
can be cast as attempts to reconstruct the plenoptic function 
from a sample set of that function”2 and that “the most natural 
surface for projecting a complete plenoptic sample is a unit 
sphere centred about the viewing position.”3 However, the 
authors then go on to claim that at the time they were 
developing their system there was no representation that could 
capture such a projection on a computer. As such the authors 
identify the superiority of the spherical representations 
discussed previously over 2PP and the practical difficulties of 
those representations. Because of these practical difficulties, a 
cylindrical representation is then developed in [32] which can 
be thought of as a “half way” solution between the practical, 
but inaccurate 2PP representation and the (at that time) 
impractical, but conceptually correct spherical representation. 

 

In contrast, the approach described in [33] (which 
introduced both 2SP and DPP) solves the problem of spherical 
sample storage by fitting the sphere to be sampled tightly 
around an object in the visual scene and tracing rays in the 3D 
space in the direction of the eye or camera (the required view) 
to determine where these rays cross this sphere (if they do at 
all). Note that in this case the sampling is carried out for a 
sphere approximating the convex hull of the object whereas 
the discussion presented in [32] considered fitting the sphere 
around the view position. This explains the ability of the 
authors of [33] to define a data structure which represents 
either 2SP data or DPP data. 2SP data is represented via the 
identification of the two triangles through which a ray passes 
(the sphere is generated from icosahedron triangular 
projections) whereas DPP data is represented through the 
intersection of the ray with a great circle of the sphere and the 
triangle on the surface of the sphere through which the ray 
passes (as illustrated in  Figure -3 (d)).  

 

 
Since the spherical based schemes actually use 

approximations of a sphere, absolute uniform sampling is only 
approximately achieved. Yet, in comparison with 2PP the 
reported retrieval and rendering functions are significantly 
more complex (2-3 times more complex according to [33]). In 
return for this increase in complexity, the disparity problem 
(the

 

introduction of artefacts as viewing position is moved 
between slabs in the 2PP model) is almost completely 
eliminated (we say “almost” here because the sphere being 
sampled is only approximated). Whether or not this return is 
worth the increased complexity cost depends on the novel 
(interpolated) views one expects to generate, and the 
computational resources available. It is expected that practical 
FTV systems will not be constrained in terms of computational 
resources, so if one wishes to provide true immersion in a 
visual scene then one of the spherical representations should 
be adopted

 

if the camera technology being used allows for the 
capture of images that lead to the DPP or 2SP parameters 

 
 

 

being extracted (in the case of 2SP ray tracing is a requirement 
of the capturing system). Such a system is discussed in [1] but 
that system is most suitable for DPP. It is notable that the main 
advantage that the spherical based representations over a 
cylindrical representation is that of constant quality regardless 
of view direction (as in the visual scene can be circumscribed 
in terms of views in all directions). Finally, DPP also allows 
for the use of depth maps in association with the available 
view samples to enhance the quality of the rendered views. 
The combination of scene geometry with image samples will 
be discussed next. 
 

4) Scene Geometry and Image Based Rendering 

The approach taken by [32] sits on a grey border separating 
visual scene reconstruction through purely light field rendering 
from available image samples and scene reconstruction that 
uses both geometric representation and image based rendering. 
It has been long acknowledged that the combination of scene 
geometry with Image Based Rendering (IBR) is probably the 
most practical approach to light field reconstruction available 
[13]. Image based rendering is a vast field that has seen 
application in, and contributions from, the fields of robotics, 
signal processing, computer vision and photogrammetry [34]. 
Although we will not delve into the details of all of the 
techniques that have been developed in this field, it is 
important to recognize the relationship between image based 
rendering and FTV. 
 

The aim of IBR, as described in the pioneering work of 
[32], can be stated as: “Given a set of discrete samples 
(complete or incomplete) from the plenoptic function, the goal 
of image-based rendering is to generate a continuous 
representation of that function.”4. in other words, the focus of 
IBR is on the extraction of “novel” views from available 
views. Now, it is not necessarily the case that FTV requires 
IBR in that it is conceivable that an FTV system would have 
enough actual views available to it to allow perceptually 
seamless viewer navigation. However, this is highly unlikely 
due to the volume of information that one would need to create 
such a representation of a visual scene. The more likely 
scenario is that only a subset of views will be available and 
that subset will be used to generate other views to allow 
viewer navigation of the scene [5, 13, 21]. This is recognized, 
for example, by the Moving Pictures Experts Group (MPEG) 
to be the most likely scenario and that is why depth map 
extraction technology and “view synthesis” (including 
interpolation) technology has been sought in MPEG’s call for 
proposals on 3DV [35] (which is an international 
standardization effort that is part of MPEG’s push to 
standardize FTV representation technologies).  

 

The difficulty of generating the geometric representation of 
a scene (for representation as depth maps, for example) has 
been extensively discussed in the literature and interested 
readers are referred to works such as [36], who discuss a 3D 
model generation in a real time system, for further details. It is 
important to appreciate the difficulty of generating such 
models to contextualize the practical relationships between 
sampling, parameterization and viewer experience. Such 
geometric models are required when one decides to use a 
system that needs scene geometry in order to render novel 
views. This choice influences the sampling required as well as 
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the parameterization used. It also adds the cost of generating 
the geometric models. 

 

A different approach (one based on Photogrammetry 
techniques) was taken in [37] where a number of image 
matching methods for the extraction of geometric scene 
information from images are presented. The authors report the 
achievement of fairly accurate depth reconstruction from 
images of the same scene. Although it is not clear if consensus 
exists in the field regarding the metric used to determine 
accuracy (especially when no reference is available). The 
authors apply their approach to the 2PP parameterization of the 
light field and report good quality rendering results in real 
time. However, how quality was measured by the authors 
(besides visual inspection) is not clear. The issue of developing 
objective quality measures for interpolated views will be 
returned to later in this paper. 

 

One of the earliest practical FTV systems that employs a 
combination of image based rendering with geometric 
information (depth maps) is presented in [21]. That system 
allows for the generation of new views from existing views 
through view blending. The core of the system relies on the 
separation of “boundary depth” (around the edges of objects) 
layer from a main layer and blending these separately. The 
reason behind that work was extending IBR to dynamic 
scenes, where the synchronization of many cameras becomes 
an issue (as does the large number of images that are required 
to perform IBR when scene geometry is unknown). The 
authors used “matting” to reduce depth discontinuities. One 
may consider this as a type of interpolation of the scene 
geometry, allowing for the reduction in image samples to 
create a smooth flow between views – in line with the ideas 
presented in [11]. Still, the authors need to use novel hardware 
for their scene capture and the use of a specialized codec 
highlights the intimate relationship between scene capture, 
parameterization and compression (where the first two have a 
major influence on the design of the third).  

 

In an effort to categorize the various approaches taken to 
capture the geometry of a visual scene, [25] breaks down scene 
representation approaches into three tracks of investigation:  

1. Geometry on a 3D grid: 

a. Those algorithms that use voxels (a value on a 

3D grid representing a 3D picture element, or 

the equivalent of a pixel in 3D [38]), such as 

[39], [40], [41], [42], [43], [44] and [45]. 

b. Those that use “encoding distance to the closest 

surface” such as [46], [47], [48] and [49]. 

2. Polygon meshes [50], as used in [51] and [52]. 

3. Depth map representation, as used in [24], [21], [53], [22] 

and partially surveyed in [5]. A complimentary approach 

is the use of “relief fields” instead of depth, i.e. the use of 

height above an approximated geometric representation 

as described in [54]. 

Again, the purpose of most of these methods is to enhance 
the quality of the interpolated views (whilst some focus on 
maintaining quality for a reduced computational complexity) 
through a combination of available views with more accurate 

geometric representation of the visual scene. The effort 
expended towards meeting this goal by researchers is 
testament to the difficulty of reaching an optimal balance 
between view samples (images) and geometric representation, 
as discussed earlier. 

 

It should be clarified that the view generation algorithms 
themselves are different to the scene geometry modelling 
components, and these have also been classified by [25] into 
roughly four categories: 

1. Those that extract a surface from a 3D volume upon 

which a cost function has been computed (as in, create a 

3D volume and then take a view of it); 

2. Algorithms that tinimize some cost function through 

iteration (with the aim of moving closer to what is 

believed to be the actual view of a volume); 

3. Those that compute depth maps and ensure that the depth 

maps are consistent with each other according to a cost or 

error function; and  

4. Algorithms that fit reconstructed surfaces to a set of 

extracted feature points as in [55], [56] and [57], which 

basically reduces the focus of the reconstruction 

algorithm to be on those feature points. 

 

Recently, [58]and [17] have reported methods that deal 
with the more challenging problem of view reconstruction 
from handheld and moving cameras, a much more challenging 
problem than has been dealt with in most of the visual scene 
reconstruction literature. It is argued in [17] that image based 
rendering with the explicit use of geometry is more appropriate 
for applications such as FTV than purely light field and 
implicit geometry rendering because of the success that such 
approaches have had in the past. Thus, the approach advocated 
is an image rendering approach that uses explicit geometry 
(this term refers to algorithms that require a geometric model 
of the scene, such as a depth map, and seems to have been first 
introduced in [34]) and is an extension of that presented in 
[59]. The method presented in [17] relies on multi-layered 
segmentation of the different images sampling the visual 
scene. The results presented are claimed to be on par with [60] 
which achieves sub-millimetre accuracy in view interpolation 
compared to ground-truth images (according to results 
provided on [26]). However, this objective measure does not 
seem to capture the distortion that is visually apparent from 
that algorithm. Nonetheless, those papers report significant 
improvements in view interpolation with very promising 
results for application in the FTV space, and it is significant to 
note that both rely on an evolved combination of scene 
geometry and IBR. 

 

Prior to the above reported works, a slight paradigm shift 
had occurred in research into visual scene reconstruction using 
IBR and geometric modelling, specifically the move to 
separate a “visual hull” from the scene and to deal with that 
hull separately to the objects “embedded” within it, as in [18, 
61]. Both of these systems utilise segmentation and the visual 
hull method to render virtual views. The computational 
demands of such an approach are discussed in [18] and it is 
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clear that such an approach could only operate off-line at the 
time it was developed. There were also errors reported with 
some of the virtual views generated (for example some views 
would have missing players – or moving objects). The latter 
system is somewhat an extension of the ideas discussed in [19] 
where the objective there was the generation of virtual views 
on a tennis court (naturally, considerable interest in the 
application of FTV comes from sports content distribution). 
The approach taken there was also to segment the available 
images, to project the segments towards virtual views and then 
to recombine the projected segments to form a new virtual 
view. Although interesting, and of potential use, from an FTV 
perspective, it is not clear whether the reported works have 
resulted in practically useful systems given the lack of 
objective results reported in terms of both quality and 
complexity in the literature to date. However, recent work 
focusing on the development of numerical solutions for the 
geometric re-projection of images (and therefore enhancing the 
practicality of such an approach) such as [62, 63] suggests that 
this type of interpolation by segmentation approach could 
become practical in the near term. If that were to occur, the 
quality of the results reported in the previously discussed 
works suggests that this approach will become much more 
widely adopted. 

C. The different representations and Free Viewpoint TV 

The described methods of modelling a visual scene 
(geometric or light field) are not exclusive, but they do lead to 
different practical systems. The use of depth maps in the 
interpolation of novel views has necessitated the development 
of specialized cameras, such as that described in [64] which 
detects scene depths through the use of infrared light analysed 
using the camera shutter speed. The use of the light field 
model has also lead to the development of specialized cameras 
which are succinctly described in [65] that use microlenses, 
positioned behind the main camera capturing lens to separate 
rays that have been focused by the main lens, so that different 
views can be accessed – or different rays arriving at the same 
view position can be accessed. These can then be used to 
generate a depth map of the scene also, using a method such as 
that described in [11]. 

Given the above, either model could be used for the 
generation of FTV content. However, the use of depth maps 
allows for a reduction in the number of views (images) 
required and it provides some way of “linking” actual views 
with novel (interpolated) views. So the use of geometric 
information (in the form of depth maps) in combination with 
image based rendering seems the best approach for the 
creation of FTV content. Yet, even with this approach it is 
essential to determine how many actual views are required to 
allow immersive navigation of the visual scene. For that, the 
light field model provides some guidance by identifying the 
dimensions along which the scene must be sampled. The 
sampled light field will be a representation of the visual scene 
“band-limited” along each of these dimensions. The band-
limiting required will depend on the scene (the source) being 
sampled (as does band-limiting in other multimedia functions 
such as sound capture). Thus, knowledge of the scene (not just 
geometric) will be required for either of the discussed models 
to be supplied with sufficient information to allow for high 
quality reconstruction. Section III further discusses such 
issues.  

III. CONCEPTUAL AND PRACTICAL 

CONSIDERATIONS 
Although practical systems allowing for visual scene 

reconstruction and navigation have existed for some time [66], 
gaps remain in the visual scene capture, representation and 
reconstruction body of knowledge. One such gap that exists in 
the current state of the art is for an objective quality measure 
of interpolated (synthetic) views. Some attempts have been 
made to develop such a quality measure, for example in [67, 
68]. The measure described in [68] is based on the L2 distance 
that a given portion (say M% of all the pixels in an image) of a 
generated virtual view is from a ground truth sample (image) 
from that view. This means that the measure can be used to 
provide some indication of quality if the reference is known. It 
is claimed that this measure can provide a no reference quality 
indicator as well, although that is simply a comparison 
between the re-projections of existing cameras. The developed 
metric uses optical flow [69] to locate similar pixels in 
different images. Clearly, this measure is content dependent 
but it can be used to provide comparative results between 
algorithms or systems. In contrast, the metric reported in [67] 
operates purely on resultant images, however, the presented 
subjective results do not correlate well with the outcomes of 
the proposed metric. Still, it seems that such a metric, with its 
focus on the ghosting artefact (which is visually prominent in 
interpolated views) does provide some comparative indication 
of quality (as in it could be one metric in a basket of metrics 
that two systems or algorithms can be compared with). 

A prominent and practical approach that has been taken to 
evaluate view interpolation algorithms is described in [25], and 
continues to be updated via [26]. The authors of [25] 
developed a performance framework based on the error 
between a reconstructed surface and a “ground truth” surface 
of the same object. The ground truth surface is generated 
through a highly sampled hemisphere around the object using 
calibrated cameras. The results are reported in terms of how 
far away 90% of the points on the reconstructed surface are 
from the equivalent points on the ground truth surface as well 
as on how many of the ground truth points have an equivalent 
in the reconstructed surface (as in how much of the view has 
been actually reconstructed). Whilst these measures seem 
conceptually very indicative of quality, it is clear upon 
examining the visual results shown on [26] that there is a 
significant difference between the results based on these 
measures and visual similarity. In fact, the results reported are 
not consistent with expected performance, for example some 
algorithms reported perform “better” with sparser samples of 
the light-field around the target object (fewer images) 
according to these measures.  

The above two observations leads one to conclude that 
there is a need to develop perceptually accurate reconstruction 
algorithms rather than mathematically accurate representations 
(a review of what is known about 3D perception, or stereo 
vision, and what attributes a good perceptual quality 
presentation should have is presented in [70]). The work 
reported in [71] presents such a paradigm shift where the focus 
is on image interpolation that is perceptually smooth rather 
than mathematically accurate (as much of the previous work 
has been biased towards). That work is an extension of [72] 
where view interpolation is approached without the need for 
the reconstruction of 3D geometry. Also of relevance to this 
area are works such as [73] which focus on image interpolation 
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that produces a “convincing” result rather than accurate 
results. These, and similar, developments raise interesting 
questions about services such as FTV which could, 
conceivably, present visually pleasant results, but not scene 
accurate ones. It is highly unlikely that such an approach 
would become widespread in a FTV service simply because of 
the need for temporal continuity (as in, although the image 
interpolation results may be pleasant per image, that may not 
be the case for a video sequence).  

The same approach as in [25] is currently being taken 
towards optical flow tracking algorithms [74] and interested 
parties can still submit their algorithms for evaluation via [26]. 
Optical flow, as developed originally in [69], has been applied 
mostly in robot vision for view interpolation and may find 
some application in FTV, however this seems unlikely given 
the restricting nature of the assumptions upon which optical 
flow algorithms are based on (specifically the constraining 
assumption that surfaces have constant luminance). In any 
case, the conceptual underpinnings of optical flow are very 
like those used in video compression for motion compensation 
and thus could still see application in FTV. 

IV. CONCLUSION, CHALLENGES AND FUTURE 

DIRECTION 

This paper has presented a survey of the main concepts 
underpinning the technologies upon which Free viewpoint TV 
depends. These concepts deal with the capture and sampling of 
a visual scene (regularly referred to as the light field), the 
parameterization of that scene for information representation, 
the compression of the extracted information and the 
interpolation of novel views from sampled views. 

A number of conclusions may be drawn from this survey. 
First, there is a need for a clearer association of light field 
capture with sampling theory. The surveyed attempts at 
explaining light field sampling do not provide a clear 
association whereby practical decisions can be inferred 
regarding the sufficiency of information available for high 
quality (or perhaps lossless) reconstruction. There is also a 
need for an objective quality measure that can be used to 
determine interpolated image quality. If such a measure were 
to have a “no reference” version, a major contribution would 
be made towards enabling the deployment of FTV systems. 
Recent attempts at developing such a measure are encouraging 
but still fall short of filling the existing gap. Further, the recent 
trend towards using samples that have been captured from 
mobile or handheld cameras accentuates the necessity to fill 
these gaps. Finally, it is also important to quantify the 
computational requirements of FTV as a complete system in 
order to identify bottlenecks that should become the focal 
points for further investigation. 

Looking towards the future, as FTV becomes an accessible 
reality to multimedia consumers, demand will grow for it to be 
provided over heterogeneous networks and devices. This will 
necessitate increased efficiency in terms of visual scene 
reconstruction in order to maintain a high quality, visually 
immersive experience. This, in turn, could (and, in the author’s 
opinion, probably will) lead to new compression and rendering 
technologies that will both need a solid theoretical basis 
through which visual scenes can be better understood. As such, 
we expect Free viewpoint TV to witness significant 
technological leaps in the next three to five years. 
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