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Abstract— As the number of customer reviews grows very 

rapidly, it is essential to summarize useful opinions for buyers, 

sellers and producers. One key step of opinion mining is feature 

extraction. Most existing research focus on finding explicit 

features, only a few attempts have been made to extract implicit 

features. Nearly all existing research only concentrate on 

product features, few has paid attention to other features that 

relate to sellers, services and logistics.  This paper focuses on 

extraction of different kinds of features associated with a target 

entity. Current state of the art suggests that concrete 

techniques are highly required for identification of those 

features which are not clearly mentioned. Thus our prime 

target is to deliver a succinct solution for effective identification 

of implicit features along with the explicit ones based on the 

opinion words encountered in user reviews. This is achieved by 

first extracting and processing the explicit features and then 

using them for the identification of implicit features. Finally 

summarization of sentences containing both kinds of aspects is 

done. 

Index Terms— Features, Implicit, Explicit, Opinions, 

Summarization.

  

I. INTRODUCTION 

Online services play a very crucial role in every 

individual’s day to day schedule. These services include 

daily news, weather forecast, banking transactions, shopping, 

social networking, blogging, and much more. With the rapid 

expansion in web technologies, online buying and selling of 

products has increased to a great extent. Added to the growth 

is the capability of users to share their feeling of satisfaction 

or criticism in the form of reviews. Knowing these opinions 

and its associated sentiments is important since it greatly 

affects the decision-making of an individual or an 

organization management system. Looking at the current 

scenario, each product sold online nearly receives thousands 

of opinions from different users across the world. Hence 

going through this large number of reviews is a laborious 

task. On the other hand, referring only a few of them would 

lead to a biased decision. Thus opinion mining, sentiment 

analysis and summarization become a serious necessity. 

Summarization is a way of presenting large amount of 

information using limited words still maintaining its meaning 

and relevancy. Similarly opinion summarization illustrates a 

summary for large number of opinionated sentences. It can 

be performed at various levels of granularity like at document 

level, sentence level or at aspect level. For document level 

mining, a document is considered as a single entity to be 

observed. Similarly for sentence level mining, a single 

sentence and for aspect level mining, different aspects of an 

entity are taken into consideration. Initial studies on opinion 

mining and summarization has focused on classification of 

all the opinions as either positive or negative and determining 

the final polarity of the entire document.  

But the problem at this level occurred since different parts 

of a document (i.e. different reviews) may deal with different 

issues. As a solution, researchers tried sentence level mining 

but still it is error prone because within a single sentence, 

multiple opinions with different polarities regarding different 

aspects of the target entity may exist which are necessary to 

be studied for true knowledge extraction and summary 

generation. Thus a feature-based approach to opinion mining 

has become a necessity where target entities and their 

expressed features are extracted from the text and then the 

expressed opinions are analyzed for every feature. This 

summary making procedure primarily involve works like 

features identification of the target, opinion words 

(sentences) related to the identified features determination, 

polarity detection of the obtained opinion words and finally 

providing a relevant feature-based summary regarding the 

target product. The final summary generated can play an 

instrumental role in influencing a buyer’s or any managerial 

decision. Looking at the current scenario, we can observe that 

major works done so far has focused on identification and 

extraction of explicit features. But problem persists when the 

opinionated sentences that imply features remain undetected 

i.e. the sentences that contain opinions for a particular feature 

of target entity which is not clearly determined. This paper 

will identify disparate features of target entity so that a 

legitimately accurate opinion summary can be can be 

designed and presented to target audience [20]. 

II. LITERATURE SURVEY 

A. Association-based Bootstrapping Method Z. Hai et al. 

[14] employed a corpus-statistics association measure to 

identify features, including explicit and implicit features, 

and opinion words from reviews. The authors first extract 

explicit features and opinion words via an association-based 

bootstrapping method (ABOOT) which starts with a small 

list of annotated feature seeds and then iteratively recognizes 

a large number of domain-specific features and opinion 

words by discovering corpus statistics association between 

each pair of words on a given review domain. Next they 

provided a natural extension to identify implicit features by 

employing the recognized known semantic correlations 

between features and opinion words.  
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B. Co-occurrence Association Rule Mining Approach Z. Hai 

et al. [15] have proposed a two-phase co-occurrence 

association rule mining approach to identify the hidden 

features. In the proposed system, the first phase is rule 

generation where for each opinion word occurring in an 

explicit sentence, a significant set of association rules is 

created using co-occurrence matrix. Whereas the second 

phase clusters the rule consequents to make the generated 

rules more robust. Next whenever new opinion word is 

encountered, the matched list of robust rules are used and 

the one having the feature cluster with the highest frequency 

weight is fired and the corresponding implicit feature is 

identified.  

 

C. Classification-based Approach L. Zeng et al. [16] have 

proposed a classification based approach for implicit feature 

identification. The authors used word segmentation, POS 

tagging, dependency parsing for rule based method to 

extract explicit feature-opinion pairs. Then the pairs are 

clustered and the training documents for each cluster are 

constructed. Finally implicit features are identified through 

classification based feature selection 

 

III. PROPOSED WORK 

 
 

Fig.1 Flow for Multi aspect based sentimental analysis [1] 

  

Step -1 :  

 Database Generation of 200 real-time sentences in 

CSV file 

Step -2 :  

• Polarity Detection  

 Positive  +1 (Good, better , nice etc) 

 Negative  -1 (bad, wrost, hell etc) 

• If previous word Increment 

 then x 2 ( very good)  (+1 x 2) = +2   

    ( very bad)  (-1 x 2) = -2 

• If previous word Decrement 

 then / 2  ( little nice )  (+1 / 2) = 0.5 

                                    ( little dirty )  (-1 / 2) = -0.5 

• If previous word Inverse 

 then x (-1)  ( not good )  (+1 x -1) = -1 

   ( not bad )  (-1 x -1) = 1  

 
Fig.2 Proposed System 

 

Step -3 :  ( For Reviews in which external features has been 

already mentioned ) 

• Feature Opinion Pair Generation (Using Multi 

Aspect LDA) 

Example  dangal was nice movie.  (dangal,nice) 

         Rock on was good movie  (rockon , good) 

               SRK's acting is very nice  (SRK, Nice) 

• Store to CSV File 

• Sorting of pairs 

• Counting of pairs ( Calculation of Weights ) 

Step -4 :  ( For Reviews in which features are not mentioned 

it has inherent meaning) 

• Opinion Generation 

Example  It was nice movie.  (Nice) 

         He was very good in movie. (Good) 

• Check the Frequency count 

• If nice  then maximum weight of dangle 

in which pair ? 

• Is it (dangal, nice) ? Or (3-idiots , nice)? 

• Maximum Count will be selected as inherent 

feature. 

If (dangal, nice) =50 & (3-idiots, nice) = 46 

 then (dangal, nice) will be selected and pair count 

will be incerement by 1 

 

Overall Pseudo Code for proposed frame work  

Step-1 Opinions Store in database 

Step-2 Mapping Starts 

For each sentence  

 Tokenize each word  

Tag each word  

 For each token 

 If token is in Dict then 

  Polarity increment or decrement 

  End if 

 Identification of Positive, Negative, Neutral 

opinion (sentence) 

 End for 

End for 

Input

(User 
Reviews)

Preproce-
ssing

Explicit 
Feature 

Extraction

Opinion 
Word 

Extraction

Polarity 
Detection

Multiple 
Implicit 
Feature 

Detection

Apply Multi 
Aspect LDA

Summary 
Generation

Output

(Numerical/
Textual 

Summary)
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Step-3 Feature opinion pair generation and Store in a 

separate file. 

Step-4 Sorting and indexing on pairs 

Step 5 Input of testing opinion 

Step 6: Implicit Feature Identification based on feature 

opinion pair of training dataset 

Step 7 Apply LDA 

Step 8 Summary Generation  

IV. RESULT ANALYSIS 

A. Dataset Gathering  

We have taken 200 sentences for test in a CSV file. 

 
 

B. Basic YML File Making  

Positive & Negative YML, Increment, Inverse & 

Decrement YML 

 
 

 
C. Polarity Detection 

 

 
 

D. Pair Generation 
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V. CONCLUSION & FUTURE WORK 

With the growing trend of being online, opinions and 

reviews have become one of the prominent measures for 

making decisions. But as the volume of opinionated text is 

rapidly growing, it’s mining and summarization has become 

a severe necessity. This paper has illustrated two important 

methods for opinion summarization, namely aspect-based 

and non-aspect based opinion summarization. Additionally, 

it also navigates through a detailed survey made on Feature-

based Opinion Summarization Techniques.   

As we have done polarity detection and pair generation 

of explicit features sentences. We will make new dataset of 

sentences which has internal features in it which cannot be 

understandable by machine. For example if comment is it 

was very nice. Then machine cannot understand that what is 

very nice. Then system will check our dataset that with which 

feature nice opinion comes maximum times. We will check 

frequency count and then if nice comes maximum with 

movie then we can predict that this sentence might be telling 

about movie. 
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