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Abstract:- Fingerprint is one of the most important security 
systems in Biometrics. Biometrics refers to the authentication 
techniques. In biometrics it can be classified into several 
types, they are face, fingerprint, retina, hand geometry etc.  In 
this paper they introduced a new fingerprint compression 
algorithm. This algorithm is based on sparse representation. 
On the basis of a set of fingerprint patches got from over 
complete dictionary we are allowed to represent a sparse 
linear combination of dictionary atoms. A dictionary for 
predefined fingerprint image patches is constructed first in 
the algorithm. Because the patches are represented by a new 
given fingerprint images as per the computing l0 – 
minimization and quantize and encode the representation of 
the dictionary. The effect of various factors on compression 
results is considered by us here and for that we test three 
groups of fingerprint images. It is demonstrated that several 
competing compression techniques (JPEG, JPEG 2000, and 
WSQ) especially at high compression ratios are not as 
efficient as our algorithm. It is also illustrated that the 
proposed algorithm is robust to extract minutiae. 

I. INTRODUCTION 

We can recognize persons in a society with the 
help of biometric characteristics as they represent the 
individual’s bodily identity intrinsically and hence they 
can’t be shared. Some of the popular biometric 
technologies for personal identification are their 
uniqueness, universality, collectability and invariance. 
Forensics and access control are collected in large volumes 
of fingerprints and stored every day in a wide range of 
applications. At first in 1995, there were only 200 million 
items in FBI fingerprint card archive and day by day it was 
increasing at the rate of 30,000 to 50,000 new cards. The 
key technique to solve the problem is fingerprint image 
compression. 

Lossless and lossy are the two compression 
technologies. The compressed data is reconstructed from 
the exact original images in a lossless compression.  If the 
original and decompressed data are same the lossless 
compression technologies are used. This avoids their 
distortion limits and compression efficiency. Slight 
distortion is acceptable in an image compression; we 
employed lossless compression technologies in the output 
coefficients of lossy compression. 

An image is transformed into another domain, quantize and 
encode its coefficients by lossy compression technologies 
.Lot of research has been done on transform-based image 

compression technologies and some standards have 
appeared in this during the last three decades.DCT and 
DWT are the two common transformations. Compression 
of a stream of 8x8 small blocks of images is a DCT- based 
encoder. JPEG adopts this transformation. Simplicity, 
universality, and availability are the advantages of JPEG 
compression. Underlying block –based DCT scheme makes 
it perform badly at low bit rates. So, a new wavelet-based 
compression standard for still images is developed by the 
JPEG-committee in 1995, the result is JPEG 2000.A DWT 
computation of the normalize image, quantize of the DWT 
coefficients and lossless coding of the quantized 
coefficients are the basis of the DWT-algorithm. JPEG 
2000 is better than JPEG in the provision of many features 
to support scalable and interactive access to large-sized 
image.  

SPIHT algorithm is the other DWT-based 
algorithm. It has updated the ability of the dictionary. The 
following process is to be done: we have to construct a 
base matrix with fingerprint image columns. This is 
referred to as atoms in the matrix dictionary. The 
fingerprint is divided into patches of the small blocks and 
the numbers of pixels are the same to the dimension of the 
atoms. Sparse representation to obtain the coefficients is 
used, coefficients are quantized, then the coefficients and 
related information are encoded using lossless coding 
methods. PSNR restricts the evaluation of compression 
performance of the algorithm in many cases. Ridges 
endings and bifurcations are used to match the two 
fingerprint images in most AFIS. That’s why we have 
considered the difference of the minutiae between pre and 
post compression. 

II. LITERATURE REVIEW 

 The author [11] introduces the greedy pursuit 
technique which is very essential and this is derived from 
the concept of dictionaries and core ideas. S.S. Chen, D. 
Donoho and M. Saunders [12] used l1 – norm for sparse. 
The convex programming task is used to solve the proper 
solution. The activity in this field is spread over various 
disciplines because the two seminal works, research have 
contributed a great deal in the field. Face recognition [13], 
image denoising [14], object detection [15] and super –
resolution image reconstructions [16] are the many 
successful applications in various fields.  
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A general classification algorithm for object 
recognition based on a sparse representation computed by 
l1 – minimization is proposed by the author [13]. The 
algorithm such as nearest neighbor, nearest subspace and 
linear SVM are not as good as the algorithm based on 
sparse representation.  The new framework provided new 
insights into face recognition, the number of features is 
more important than the choice of features. This is not only 
in the face recognition but also appear in other situations. 

 An algorithm to remove the zero – mean white 
and homogeneous Gaussian additive noise from a given 
image is designed by the author [14] and this is based on 
sparse and redundant representations on over complete 
dictionary. The content of the dictionary is very important. 
The images should be reflected by the dictionary and the 
same images should be represented sparsely by the 
dictionary these are the two important aspects of the 
content of the dictionary. For sparse representation method 
these two points are very important. 

 

Image compression [17], [18] has sparse representation and 
the proposed algorithm has shown very great performance 
in the paper [17]. This is shown by some experiments. 
JPEG 2000’s efficiency is consistently more than its 
compression efficiency. Compression efficiency is defined 
as it can be measured by compression ratio or bit rate. 

This can be transparently found if we test natural 
images, that is the state of the art compression technology 
is higher than the compression efficiency. This is 
successfully proved by the experiments. The author [18] 
opines that image alignment procedure is very important in 
the pre-process stage. It cannot be done easily in the 
practical applications.   

Based on a linear model assumption we have 
some other algorithms [19 – 21] for fingerprint image 
compression. We have to exploit the data dependent nature 
of ICA than the compression special images in the paper 
[20, 21].  From these two paper we know that the over –
complete dictionaries are not so worth. An over complete 
dictionary can compressed the fingerprint images better 
with proper construction. The fingerprint compression 
based on Nonnegative Matrix Factorization (NMF) [22, 23] 
is proposed by the author in the paper [19]. Nonnegative is 
not necessary in some cases this is the only defect in the 
NMF, a successful application. 

In the general image compression field we cannot 
use the methods based on sparse representation because of 
the richness of the general images of the content. The size 
of the dictionary is too large to compute the given image 
sparsely and effectively. 

 

 

 

III. THE MODEL AND ALGORITHMS OF 
SPARSE REPRESENTATION 

 
A. The Model of Sparse representation 

Let y = Ax   , Where y ∈ RM x 1, A ∈ RM x N and x = [x 1, x 
2, . . . , x N ]T ∈ RN x 1 . 

To get the compression of y we have to compress 
the x. The locations of non-zero entries and their 
magnitudes are to be entered first. Then records are to be 
quantized and encoded this is to be done. Then we have to 
give the techniques for solving the optimization problem. 

B. Sparse solution by greedy algorithm 

The researches thought of solving the optimization 
problem l0 directly first. NP – hard is the sparest solution of 
the system was the problem. L0 problem is solving by using 
the MP as it was the simple and efficient one. 

IV. FINGERPRINT COMPRESSION BASED ON 
REPRESENTATION 

 We can see how the sparse representation is used 
to compress fingerprint images in this part. Construction of 
the dictionary, compress a given fingerprint, quantize and 
coding and analysis of the algorithm are included here. As 
more information is contained in a dictionary the size is 
huge. So, the preprocessing is essential to obtain a modest 
size dictionary. Transformation, rotation and noise can 
influence the fingerprints of the same finger and can make 
it look different. 

 Normally the fingerprint images are simple in 
structure than the general natural images. Ridges and 
valleys composed them. The same can be found in the local 
regions. The whole image is divided into square and non-
overlapping small patches in order to solve the above 
problems. The small patches don’t have problem of 
transformation and rotation. The two small blocks make the 
size of the dictionary not too large. 

 

Fig: 1 A fingerprint image with its corresponding orientation image 
computed over a square-meshed grid .Each element denotes the local 

orientation of the fingerprint ridges. 

A. Construction of the Dictionary 

  Constructing a training set, obtaining the 
dictionary from it, choosing the whole fingerprint images 
which is cut down into fixed-size square patches are some 
of the ways of constructing a dictionary. These patches are 
given initial screening and then a greedy algorithm is 
employed which helps to construct the training samples. 
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1) First we have to add the patch to the dictionary in the 
empty space. 

2) Then we have to check all the patches to find out their 
similarity. If we find it ok the next patch is test, if not it is 
added into the dictionary. 

3) We have to do this repeatedly until we test all the patches. 
We have to calculate the mean value of each patch 

and subtract from the corresponding patch before 
constructing the dictionary. Some of the three methods are: 

First method: First fingerprint images are chosen 
at random and average as columns of the dictionary matrix. 

Second method: Patches from the foreground of a 
fingerprint have an orientation but patches from the 
background don’t have orientation. This helps us to 
construct the dictionary. The intervals are to be divided 
equally. The intervals have equal orientation. The numbers 
of patches are same (or) each interval and after that they 
are arranged into the dictionary. 

Third method: Third method is training method. 
We can obtain the dictionary by iteratively solving an 
optimization problem. 

B. Compression of a given fingerprint 

 If a new fingerprint is given, that is to be sliced 
into square patches of the same size with the training 
patches. This has direct impact on the compression 
efficiency. If the size is greater the algorithm is more 
efficient. Anyhow complexity in the computation and the 
dictionary size increase rapidly. We have to choose the 
proper size. Before fitting the patches into the dictionary in 
a better way we have to calculate the mean of each patch 
which is subtracted from the patch. 

 Sparse representation for each patch is computed 
by solving the l0 problem. The absolute values of 
coefficients which are less than a given threshold are 
considered as zero. We have to record four kinds of 
information such as mean value, the number of atoms to be 
used, the coefficients and their locations for each patch. It 
is tested that many image patches need few coefficients. 

C. Coding and Quantization 

 Static arithmetic coder carries entropy coding of 
the atom number of each number, the mean value of each 
patch, the coefficients and the indexes. We have to code the 
atom number of each patch and the mean value of each 
patch separately.  Lloyd algorithm is used in the 
quantization of coefficients from the training set by the MP 
algorithms over the dictionary we can obtain learnt off-line 
from the coefficients. A large number of bits are used to 
quantize the first coefficient of each block. The other 
coefficients and entropy-coded are quantized by using a 
separate arithmetic coder. 

D. Analysis of the Algorithm Complexity  

The training process and the compression process 
are the two parts of algorithm. We analyze only the 
complexity of compression process as the training process 
is off-line. 

Algorithm: Fingerprint Compression based on Sparse 
Representation 

1) The fingerprint is to be sliced into small patches. 
2) We have to calculate the mean of each patch and it is 

subtracted from the patch. 
3) MP method is used to solve the l0-minimization problem 

for each patch. 
4) If the absolute value of a coefficient is less than a given 

threshold we have to that it was zero. Then the remaining 
coefficients and their locations are recorded. 

5) We have to encode the atom number of each patch, the 
mean value of each patch, and the indexes, quantize and 
encode the coefficients. 

6) Then the compressed stream is output. 
 

V. EXPERIMENTS 
 

 Aiming both to demonstrate the feasibility of the 
proposed compression algorithm and to validate the claims 
of the previous sections experiments on fingerprint 
database for fingerprint compression is presented by us. 
Initially, we describe the database used in the study. Later, 
it is proved that the proposed method is feasible and we 
give the experimental results on three various dictionaries. 
Then, the method of choosing the proper parameter is 
studied. Then we make a comparison of our method with 
the relevant fingerprint compression algorithm namely 
WSQ, JPEG, JPEG 2000. Then a study is making about the 
designing of the training set of sparse representation. 
Experiment is done to show that the proposed compression 
algorithm is robust to extract minutiae. 

A. Databases 

 A set of training fingerprints including a major 
pattern types is used to construct a dictionary of fingerprint 
patches. The distribution of different pattern in this set and 
the distribution in the other database need not be similar 
they can be dissimilar also. 
 
B. Feasibility of Fingerprint Compression on Sparse 
Representation 

There are both a few large coefficients and other 
coefficients which are approximately equal to zero in the 
patches of fingerprints. For some patches we don’t have 
coefficients at all. The mean values of the patches of 
database can be represented effectively from the 
background of the fingerprint images. 

C. Experimental Results in Different Dictionaries 
 We study, the effects of different dictionaries on 
fingerprint compression is here. Selecting 4096 patches at 
random and arranging them as columns of the dictionary, 
selecting patches as per orientations and training the 
dictionary by K-SVD method are the three different ways 
to construct the dictionary. 

D. Choose the Algorithmic Parameters 

The size of the patches and the size of the 
dictionary are the parameters in the compression based on 
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sparse representation. The size of patches and compression 
efficiency are directly related.ie) if the size is larger than 
the efficiency will be higher. If the dictionary is quite large 
the arbitrary patch can be represented well which causes 
more computational complexity. Only with experiments the 
size of the patch is chosen. 

E. Comparison with Existing Fingerprint Compression 
Algorithms 

A comparison is made between the proposed 
methods with existing fingerprint compression algorithms. 
The same database is used to test our algorithm and all 
others. We can find in mat lab the implementation of our 
compression algorithm. WSQ, JPEG, JPEG 2000 are the 
three images used in compression algorithms. 
 Normally, the fingerprint images are not the 
multiple of size of the patches. If not the left part of the 
fingerprint images is arranged into the columns vector if 
the same size as the patch in a given order. MP algorithm 
can be used under the same dictionary can be used to 
represent the column vector. 
 Each fingerprint image cannot be exactly 
compressed at the given compression ratios. The nearest 
one from those which are not less than the given 
compression ratios minus 2.5 as the final compression ratio 
is chosen. 

F. Design the Training Set 

We have to consider many details to target the 
problem of fingerprint. The number of training samples, 
components of the training set and how to modify the 
dictionary we have to take the consideration. 

1) The number of training samples: 
As K-SVD method trains the dictionary, the effect 

of the number of training samples on the PSNR is to be 
considered. 

2) Components of the training set: 
General images are not easy to deal with even 

though the fingerprint images are simple. Some of the main 
feature of the fingerprints is in the orientation, ridge 
frequency and minutiae. These are important in the 
construction of dictionary. 

3) Modify the dictionary : 
Empirical information is to be used to modify the 

dictionary as it has the ability of learning. If we apply for 
longer period many patches cannot be represented well. So, 
these new patches and original patches can be used to 
update the dictionary. 

G. Robustness 

 Gabor filtering does not rely on minutiae, but 
minutiae are mainly used in most Automatic Fingerprint 
Identification System to match two fingerprint images. So, 
we compare the difference of minutiae between pre and 
post compression in the illustration of the robustness of our 
algorithm. The accuracy rate, the recall rate and their sum 
are the important standards to measure the robustness. 

 

 

VI. CONCLUSION 

 We find that a new compression algorithm is 
adapted to fingerprint images. Even though our proposed 
algorithm is simple, they never fail to compare the existing 
more sophisticated algorithms at high compression ratios. 
Because of the block-by-block processing mechanism, we 
can find that the algorithm has higher complexities. The 
effect of the block of our algorithm is less serious than that 
of JPEG. The effect of three different dictionaries on 
fingerprint compression is considered by us. The dictionary 
that is found out by the K-SVD algorithms works the best. 
To make the compression result a better one we should 
have the larger number of a training set. 

 We have to preserve the minutiae to find out the 
identification which is the main difficulty in developing 
compression algorithms for fingerprints. At the time of 
compression and reconstruction our algorithm can old most 
of the minutiae robustly. 

 Finally we have to give importance to the 
following points and we should not be forgotten in future 
work. They are 1) we should think about the features and 
the methods for constructing dictionaries.2) Fingerprints of 
various qualities should be included in the training 
sample.3) the optimum algorithms which can solve a sparse 
representation are to be investigated.4) we have to optimize 
the code so that the complexity of our proposed method is 
reduced. Lastly, applications based on sparse 
representation for fingerprint images must be founded after 
through experiments. 
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