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Abstract— Due to industrialization and urbanization air
pollution is becoming an environmental threat at a very rapid
rate. Thus, the air quality prediction is becoming essential both
for the environment as well as for the society. Air Quality
prediction can be carried out using various traditional and soft
computing techniques/methods. Soft computing techniques are
considered to be an excellent predictive and data analysis
technique for air quality prediction.

Among various soft computing techniques Artificial
Neural Networks (ANN) has proven to be the most optimized air
quality data analysis tool. Hence this research carried out by the
collection of air pollutants data for NAGPUR city of Maharashtra
state and designed an optimized model for air quality prediction.
Keywords— Air Quality, Artificial Neural Networks,
Industrialization.

l. INTRODUCTION

The demand of resource utilization increases due to the rapid
exponential population growth and adverse increase in standard of
living leads to limited availability of resources. In order to meet the
increasing demand of different types of resources such as land, large
scale deforestation is performed. This rapid unmanaged urbanization
and industrialization has lead to the change of chemical composition
of the atmosphere which is also associated with anthropogenic
activities. The excessive use of industrial activities is a biggest cause
of addition of air pollutants in the environment, resulting in the
deterioration of air quality.

Air is one of the main elements that is responsible for existence of life
on Earth. Thus damage to the air quality affects the life on Earth. Air
pollution is a contamination of the atmosphere by gaseous, liquid, or
solid wastes or by-products that have a serious effect on human health
and the biosphere reduce visibility, and damage materials

The critical air pollution existence is observed in the areas where the
geographical and meteorological conditions do not permit an easy
circulation of air and a large part of the population moves frequently
between distant places of a city. These events require drastic measures
such as the closing of the schools and factories and the restriction of
vehicular traffic. Indeed, many epidemiological studies have
consistently shown an association between particulate air pollution
and cardiovascular [41] and respiratory [42] diseases. The forecasting
of such phenomena with up to two days in advance would allow
taking more efficient countermeasures to safeguard citizens’ health.
This Study is basically on the fact that the data related to various
pollutants present in the air is available with different pollution
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control boards but there are no efficient predicting tools for utilizing
this data to maximum. If the change in these parameters is predicted
efficiently then effective policies can be in place to arrest this growth.
This can be realized by developing an efficient algorithm which will
exploit the predicting capacity of the Artificial Neural Network to
give results with high reliability.

The following section Il provides the geographical and information
related to the sample data collections. Section Il discusses the steps
for proposed model; Section IV presents the data preparation for the
proposed model; Section V discusses the results followed by
conclusion.

I IDENTIFICATION AND COLLECTION OF THE DATA FROM
THE MONITORING STATION:

The monitoring station for this project is NAGPUR NEERI and the
site is allocated in NASHIK, for air quality prediction. Nashik is
situated on the banks of Godavari River. It is 11 most populated
districts in India. Nashik District is located between 18.33 degree and
20.53 degree North latitude and between 73.16 degree and 75.16
degree East Longitude at Northwest part of the Maharashtra state, at
565 meters above mean sea level. The overall area of Nashik is 360
Km? [40] and the density of the population is 6107187 [39]. Though
average rainfall of the District is between 2600 and 3000 mm, there is
wide variation in the rainfall received at various blocks. Most of the
rainfall is received at various blocks. Most of the rainfall is received
from June to September. The maximum temperature in summer is
42.5 degree centigrade and minimum temperature in winter is less
than 5.0 degree centigrade. Relative humidity ranges from 43% to
62%. However in recent years it is noticed that the temperature is
increasing and the rainfall is decreasing due to industrialization and
fast deforestation.

The Nashik district is one the highly industrialized district of
Maharashtra. All the different types of industries such as
manufacturing of electrical goods, fabrication, consumer goods
industries and also there are many more engineering industries. Also,
Nashik is the religious city of Maharashtra. The high concentration of
the industries, heavy traffic congestion, and human settlement are
responsible for the degradation of the air quality.

For the study of the air quality the data is collected from the centre of
National Environmental Engineering Research Institute (NEERI)
Nagpur site. The three major air pollutants oxides of sulphur (SO,),
Oxides of Nitrogen (NO,) and Respiratory Suspended Particulate
Matter (RSPM) are selected for air quality prediction. Weather data
for Nashik is collected from the website of the meteorological
department of Maharashtra. The different meteorological parameters
are ambient temperature, relative humidity, visibility, wind speed and
solar radiation are selected for the model development.
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The data provided by the pollution control board and the
meteorological department is widely time varying thus need
normalization of the data. The normalization of the data is done in the
range [0,1]. The process of normalization is carried out in order to
carry out training and testing of the data with less prone to error.
Mathematically, the normalization can be done by,
Y= (X-Xmin)/ (Xmax-Xmin).
In this formula, Y is the normalized value; X is the value of the
variable. Xmax is the maximum value of the variable and Xmin is the
minimum value of the variable.

IV Steps involved in development of the model
Air quality forecasting model is developed using Artificial Neural
Network. Since the data of the parameters is time series data thus for
developing the neural network for time series data. In this research,
the input parameters are meteorological parameters and the output
parameters are the air pollutants. Thus an external feature in the form
of meteorological parameters is used in the network. For this reason,
NARXNET (non-linear autoregressive network with exogenous
input) is used for developing the model for predicting the air quality.
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Figl ANN model

Setting the data for training, testing and validation:

In order to build the ANN model for air quality prediction separate
data set is required for training, testing and validation of the model.
Thus the three years data 2010-2012 is divided into three data sets.

It is important to note that training set should be chosen such that it
can represent the entire data set including the testing and validation
data set. The data set is divided into three categories randomly.
During the development of the model the dataset is imported to the
network and the network divides the dataset automatically. The
percentage of divison of the dataset is as follows:

Training Dataset- 75%

Testing Dataset-15%

Validation Dataset-15%

Forward Selection Method is used for selecting the number and type
of input variable in the model. According to the value of ‘N’ i.e. the
number of steps ahead prediction required, computing criterion for the
model may vary. When the value of N is small, computing criterion
for the prediction model can be selected as RMSE, SSE, Cross
Validation etc. whereas if the value of N increases, computational
criterion increases. This is the reason to use Forward Selection
procedure. This procedure is used by many researchers for building
the prediction model (50)

Forward Selection procedure is based on Linear Regression model.
The different steps in the model design is as follows:

» Ordering of the explanatory variables according to their
correlation with the dependent variable (from the most to
the least correlated variables).

» The explanatory variable, which is best correlated with the
dependent variable, is selected as the first input.

»  All the remained variables are then added one by one as the

second input according to their correlation with the output
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and the variable which most significantly increases the
correlation coefficient (R?) is selected as the second input.
» Repeat the above step N-1 times for evaluating the effect of
each variable on model output.
» Finally, among N obtained subsets, the subset with
optimum R? is selected as the model input subset.

V RESULTS AND DISCUSSION

TRAINI NUM | NUMB | NU ER | R mse
NG BER ER OF | MBE | RO
FUNCTI | OF HIDDE | ROF | R
ON HIDD | N EPO
EN NEURO | CHS
LAYE | NS
RS
1 18 =g5 | 0.788 | 0.048
2 1,8 =a4 | 0.601 | 0.027
trainscg 3 8 | =as | 0.222 | 0.016
2,6,10 01 376
4 9 | za- | 0.075 | 0.032
2,6,8,10 739 272
1 18 1000 | zasor| 0.992 | 0.409
2 1,8 1000 | =23 | 0.821 | 0.342
trains 3 1000 | =as | 0.895 | 0.366
2,6,10 44 33
4 1000 | zas:| 0.859 | 1.103
2,6,8,10 04 1
1 18 128 za7 | 0.655 | 0.082
89 089
2 1,8 67 =gs5 | 0.206 | 0.041
traingdx
3 62 =gar| 0.189 | 0.047
2,6,10 1 987
4 52 =asz| 0.082 | 0.045
2,6,8,10 697 361
1 18 16 =043 | 0.788 | 0.048
traingdm 2 18 22 =g4z| 0.601 | 0.027
3 8 =g45| 0.222 | 0.016
2,6,10 01 376
26,810 |9 0.075 | 0.032
4 7 2
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Air Quality prediction model for Sox, NOx and RSPM were
developed. The training parameters were changed for the best and
optimized results; they were changed according to hit and trial
method. During the training of the neural network different training
functions were used and also the number of hidden layers along with
the number of neurons was varied in order to get back the optimized
model for the air quality prediction.

The comparison of different models was carried out on the basis of
different parameters such as error rate, mean square error (mse) and R
value were selected as the standard parameter for the selection of the
best and optimized model. Table illustrates the comparison between
these models.

From the table above, it can be observed that that the best network
output is given by the single hidden layer network, with 18 number of
hidden neurons and by using “trains” as the training function. As the
number of hidden layer increases the output of the network starts
getting distorted. Thus, higher the number of hidden layers, more
error prone network will be received from the above study and
analysis of the output.

The best and the optimized model selected from the above table has
the following parameters:

g Number of input neurons : 4
g Number of output neurons:3
g Number of hidden layers :1

g Number of hidden neurons:18
i Training Function: trains

Activation Function: logsig and tansig
Using the above parameters, the training of the network is done using
the neural network toolbox.
After training the network, the neural network obtained is as shown in
the fig(2)

4\ NARX Neural Network (view) -

Figure No.2 Artificial neural network for air quality prediction.

As the training process is carried out, the open loop network gives the
output which is basically the simple neural network. But this network
alone does not allow to prediction for the air quality. Thus for the
prediction close loop network is obtained which helps in prediction.
The close-loop network for the above architecture is shown in fig-3
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o\ NARX Neural Network - Closed Loop (view)

Hidden
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Figure No.3 Close loop network for air quality prediction.

Now using the close loop network, one step ahead prediction is
performed. One-step ahead prediction is basically obtained from the
output of the close-locl\[f network. The feedback from the output is
utilized for prediction, The network obtained for one-step ahead
prediction is as shown iw fig-3
o\ NARX Neural Network - Predict One Step Ahead (view)

Figure No4 one-step ahead view of the air quality model.

After training the network the next step is the analysis of various
results that helps in deciding the capability of the network best
suitable for the network.

Fig- 5 (a-f) shows the different results for the above stated network.

Ermor Histogram with 20 Bins
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Figure No.5(a) Error Histogram for the network
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Figure No. 5(b) Performance graph for the network
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Figure No. 5(c) Regression plot for the network
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Figure No.5(d)Performance plot for the network
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Figure No.5(e) Input-error correlation plot for the network
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Figure No. 5(f) Error Autocorrelation of the network.

After the analysis of the network, the error between the output and the
target in between which is under the confidence limits. Thus, the
proposed model can be used be for the prediction of the air quality for
the Nagpur city.

This model has the limitation that it cannot be used for the prediction
of the air quality for other places since the input parameters used for
this network are meteorological parameters whose values vary from
place to place and also with as altitude.

IV Conclusion and Future Scope

Based on the results generated in, the air pollution depends on
different metrological parameters and different air pollutants. Thus, in
order to control the increasing concentration of air pollution it is
necessary to take certain measures, necessary for the metrological
parameters and automatically there will be a control on the
concentration of different air pollutants. The model generated in this
thesis gives the most optimized results by predicting the concentration
of the different air pollutants in the atmosphere. On the basis of
predicted output of our model, preventive measures can be taken by
the government of the NAGPUR, Maharashtra state to maintain the
human health and environmental balance.

Future Scope of this work can be summarized as follows:
»  Present prediction model can be extended by the collection

of more reliable and correlated data with more input
parameters which can minimize forecasting error
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» The proposed model constructed using of the technique
comprising only ANN. Thus, due to certain limitations of
this model, a hybrid model can be implemented for the air
quality forecasting as an extension to this model.

» The model can be extended by taking other impact
parameters of weather from the other cities of India and can
be implemented a generalized model
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