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#### Abstract

The time minimizing assignment problem dealing with the allocation of $\mathbf{n}$ jobs to $\mathbf{n}$ persons is considered in this paper. One job is to be allotted to One person and each person does at least one job. All the persons start working on the jobs simultaneously. The aim of the present study is to find that feasible assignment which minimizes the total time for completing all the jobs. In this paper, we proposed a new algorithm to find the optimal feasible assignment. The proposed algorithm is very easy to understand and apply.
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## I. INTRODUCTION

The Hungarian method is combinatorial Optimization Algorithm which solves the Assignment problem in polynomial time and which anticipated lateral prime-dual methods. It was developed and published by Harold W. Kuhn (1995), who gave the name "Hungarian Method" because the algorithm was largely based on the earlier works of two Hungarian Mathematicians: D Konig and Egarvary. Assignment problem is completely degenerated form of Transportation problem. It appears in some decision making situations. Such as to assign tasks to machines, workers to jobs, salesman to regions, requirements to suppliers etc. Assignment problem refers to another special class of linear Programming problem in which the objective is to assign a number of resources to the equal number of activities at a minimum cost (or maximum profit). Different methods have been presented and various articles have been published on the subject (Bertsekas, 1981; Basirzadeh, 2012; Balinski et al, 1964; Wright, 1990; Hung et al, 1980; Jonker et al, 1986) and for the history of these method (Frank, 2004; Pentico, 2007; Kuhn, 1955; Burkard, 1978).

In this paper a new algorithm is proposed to find the optimal feasible assignment for Assignment problem within few steps. The solution obtained by this method is equal to that of Hungarian method.

## II. ASSIGNMENT PROBLEM

Consider an assignment problem of $n$ resources to $n$ activities so as to minimize the overall cost or time in such a way that each resources can associate with one and only one job. The cost matrix is same as that of a Transportation problem except that availability at each resources and the requirement at each of the destinations is unity.

Let $x_{i j}$ denote the assignment of $i{ }^{\text {th }}$ resource to $j{ }^{\text {th }}$ activity such that,

$$
x_{i j}=\left\{\begin{array}{l}
1 ; \text { if resource } i \text { is assigned to activity } j . \\
0 ; \text { Otherwise }
\end{array}\right.
$$

Then the mathematical formation of the Assignment problem is,

$$
\begin{aligned}
& \operatorname{Min} Z=\sum_{i=1}^{n} \sum_{j=1}^{n} C_{i j} \otimes x_{i j} \\
& \text { Subject to } \sum_{j=1}^{n} x_{i j}=1 \text {, for } i=1,2, \ldots \ldots, n \\
& \quad \sum_{i=1}^{n} x_{i j}=1, \text { for } j=1,2, \ldots ., n \\
& x_{i j}=0 \text { or } 1 \text { for all } i=1,2, \ldots n \text { and } j=1,2, \ldots n .
\end{aligned}
$$

|  | $A_{1}$ | $A_{2}$ |  | $A_{n}$ | Available $a_{i}$ |
| :---: | :---: | :---: | :---: | :---: | :---: |
| $R_{1}$ | $C_{11}$ | $C_{12}$ |  | $C_{1 n}$ | 1 |
| $R_{2}$ | $C_{21}$ | $C_{22}$ |  | $C_{2 n}$ | 1 |
|  |  |  |  |  |  |
| $R_{m}$ | $C_{m 1}$ | $C_{m 2}$ |  | $C_{m n}$ | 1 |
| Requirement <br> $b_{j}$ | 1 | 1 |  | 1 |  |

## III. PROPOSED ALGORITHM TO FIND OPTIMAL FEASIBLE ASSIGNMENT FOR AN ASSIGNMENT PROBLEM

Step: 1 Construct the Assignment table for the given Assignment problem. If it is unbalanced, convert into balanced

Step: 2 Subtract the minimum element of each row from all the entries of the respective row. In the resulting Assignment table, subtract minimum element of each column from all the entries of the respective column. Now there will be at least one zero in each row and in each column in the reduced cost matrix.

Step: 3 Find the difference between first minimum and second minimum for each and every rows and columns.

Step: 4 Choose a row or column which has the maximum difference and assign to the cell having zero cost in that row or column.

If tie occurs in the maximum difference then select all these rows and columns and find the difference between the first minimum and third minimum. Now select a row or column which has the maximum difference and assign to the cell having zero cost in that row or column.

Step: 5 After performing step 4, delete the row and column for further calculation.

Step: 6 Check whether the resultant matrix possesses at least one zero in each row and in each column. If not, repeat step 2 , otherwise go to step 7

Step: 7 Repeat steps 3 to step 6 till only one value remains at last.

## IV. NUMERICAL EXAMPLES

## Example: 1

A company has six machines which can process six different jobs. The processing time (minutes) of different jobs by different machines is presented in the following table. Our aim is to find the optimal feasible assignment of the jobs to the machines such that the total processing time is minimized.

|  | A | B | C | D | E | F |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| 1 | 10 | 15 | 12 | 18 | 14 | 13 |
| 2 | 17 | 14 | 22 | 16 | 19 | 20 |
| 3 | 12 | 15 | 13 | 8 | 12 | 9 |
| 4 | 11 | 16 | 15 | 22 | 21 | 18 |
| 5 | 13 | 10 | 17 | 19 | 15 | 10 |
| 6 | 15 | 8 | 14 | 25 | 16 | 18 |

Since the number of rows is equal to the number of columns, it is balanced. By using step 2, we obtain the following table.

|  | A | B | C | D | E | F |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| 1 | 0 | 5 | 0 | 8 | 0 | 3 |
| 2 | 3 | 0 | 6 | 2 | 1 | 6 |
| 3 | 4 | 7 | 3 | 0 | 0 | 1 |
| 4 | 0 | 5 | 2 | 11 | 6 | 7 |
| 5 | 3 | 0 | 5 | 9 | 1 | 0 |
| 6 | 7 | 0 | 4 | 17 | 4 | 10 |

By using steps 3 to 4 , we obtain the following table.

|  | A | B | C | D | E | F | Difference |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| 1 | 0 | 5 | 0 | 8 | 0 | 3 | 0 |
| 2 | 3 | 0 | 6 | 2 | 1 | 6 | 1 |
| 3 | 4 | 7 | 3 | 0 | 0 | 1 | 0 |
| 4 | 0 | 5 | 2 | 11 | 6 | 7 | 2 |
| 5 | 3 | 0 | 5 | 9 | 1 | 0 | 0 |
| 6 | 7 | 0 | 4 | 17 | 4 | 10 | $4^{*}$ |
| Difference | 0 | 0 | 2 | 2 | 0 | 1 |  |

Here, row 6 has the maximum difference. So the cell (6, B) is selected for the assignment. Now delete the row 6 and column B.
Then by using steps 2 to 4 , we obtain the following table

|  | A | C | D | E | F | Difference |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| 1 | 0 | 0 | 8 | 0 | 3 | 0 |
| 2 | 2 | 5 | 1 | 0 | 5 | 1 |
| 3 | 4 | 3 | 0 | 0 | 1 | 0 |
| 4 | 0 | 2 | 11 | 6 | 7 | $2 / 6^{*}$ |
| 5 | 3 | 5 | 9 | 1 | 0 | 1 |
| Difference | 0 | $2 / 3$ | 1 | 0 | 1 |  |

Here, Tie occurs in the maximum difference for the row 4 and column C. We have to find the difference between first and third minimum in these rows and columns as shown in the above table. Now row 4 has maximum difference. So the cell $(4, A)$ is selected for the assignment. Now delete the row 4 and column A .

Then by using steps 2 to 4 , we obtain the following table

|  | C | D | E | F | Difference |
| :---: | :---: | :---: | :---: | :---: | :---: |
| 1 | 0 | 8 | 0 | 3 | 0 |
| 2 | 5 | 1 | 0 | 5 | 1 |
| 3 | 3 | 0 | 0 | 1 | 0 |
| 5 | 5 | 9 | 1 | 0 | 1 |
| Difference | $3^{*}$ | 1 | 0 | 1 |  |

Here, column C has maximum difference. So the cell (1, C) is selected for the assignment. Now delete the row 1 and column C.
Then by using steps 2 to 4 , we obtain the following table

|  | D | E | F | Difference |
| :---: | :---: | :---: | :---: | :---: |
| 2 | 1 | 0 | 5 | $1 / 5$ |
| 3 | 0 | 0 | 1 | 0 |
| 5 | 9 | 1 | 0 | $1 / 9$ |
| Difference | $1 / 9^{*}$ | 0 | $1 / 5$ |  |

Here, Tie occurs in the maximum difference for the rows 2 and 5, columns D and F. We have to find the difference between first and third minimum in these rows and columns as shown in the above table. Now row 5 and column D are having maximum difference. We can choose any one of these rows and columns. So the cell (3, D) is selected for the assignment. Now delete the row 3 and column D.
Then by using steps 2 to 4 , we obtain the following table

|  | E | F | Difference |
| :---: | :---: | :---: | :---: |
| 2 | 0 | 5 | $5^{*}$ |
| 5 | 1 | 0 | 1 |
| Difference | 1 | 5 |  |

Here, Tie occurs in the maximum difference for the row 2 and column F . Now we can choose any one of these row and column. So the cell (2, E) is selected for the
assignment. Now, After deleting the row 2 and column E the assignment will be given to the cell $(5, \mathrm{~F})$ as shown in the above table.

Solution table:

|  | A | B | C | D | E | F |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| 1 | 10 | 15 | 12 | 18 | 14 | 13 |
| 2 | 17 | 14 | 22 | 16 | 19 | 20 |
| 3 | 12 | 15 | 13 | 8 | 12 | 9 |
| 4 | 11 | 16 | 15 | 22 | 21 | 18 |
| 5 | 13 | 10 | 17 | 19 | 15 | 10 |
| 6 | 15 | 8 | 14 | 25 | 16 | 18 |

So we can assign the jobs to the machines as shown in the following table:

| Job | Machine | Time (in minutes) |
| :---: | :---: | :---: |
| 1 | C | 12 |
| 2 | E | 19 |
| 3 | D | 8 |
| 4 | A | 11 |
| 5 | F | 10 |
| 6 | B | 8 |
| The minimum time |  | 68 |

Example: 2
A construction company has six crews. The skills of the crews differ from one another because of the difference in the composition of the crews. The company has five different projects on hand. The times (in days) taken by different crews to complete different projects are summarized as shown in the following table. Our aim is to find the best assignment of the crews to different projects such that the total time taken to complete all the projects is minimized.

|  | A | B | C | D | E |
| :---: | :---: | :---: | :---: | :---: | :---: |
| 1 | 30 | 39 | 31 | 38 | 40 |
| 2 | 43 | 37 | 32 | 35 | 38 |
| 3 | 34 | 41 | 33 | 41 | 34 |
| 4 | 39 | 36 | 43 | 32 | 36 |
| 5 | 32 | 49 | 35 | 40 | 37 |
| 6 | 36 | 42 | 35 | 44 | 42 |

Since the number of rows is not equal to the number of columns, it is unbalanced problem. After converting this problem from unbalanced into balanced by using our new algorithm, we will obtain the solution table as follows.
Solution table:

|  | A | B | C | D | E | F |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| 1 | 30 | 39 | 31 | 38 | 40 | 0 |
| 2 | 43 | 37 | 32 | 35 | 38 | 0 |
| 3 | 34 | 41 | 33 | 41 | 34 | 0 |
| 4 | 39 | 36 | 43 | 32 | 36 | 0 |
| 5 | 32 | 49 | 35 | 40 | 37 | 0 |
| 6 | 36 | 42 | 35 | 44 | 42 | 0 |

So we can assign the crews to the projects as shown in the following table;

| Crew | Project | Time (Days) |
| :---: | :---: | :---: |
| 1 | C | 31 |
| 2 | B | 37 |
| 3 | E | 34 |
| 4 | D | 32 |
| 5 | A | 32 |
| 6 | F | 0 |
| The minimum time |  | 166 |

## V. CONCLUSION

In this paper a new algorithm is proposed to find the optimal feasible assignment for Assignment problems. We can apply this algorithm for any Assignment problem whether it is balanced or unbalanced. Two numerical examples are solved to illustrate our Proposed Algorithm.

The solution obtained by this Algorithm is equal to Hungarian Method. Therefore, we can reach the optimal feasible solution in less number of iterations by using our Proposed Algorithm.

The Proposed Algorithm is very easy to understand and to apply. This Algorithm can be used for solving the Assignment problems occurring in real life situations.
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