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Abstract— The process of grouping a set of physical or 

abstract object into classes of similar objects is called 

clustering. A cluster is a collection of data objects that are 

similar to another within the same cluster and are dissimilar to 

the objects in other clusters. The Hierarchical clustering 

analysis procedure for finding relationships in various clusters. 

It works by grouping data objects into a tree of clusters. These 

methods can be classified agglomerative or divisible, depending 

on whether the hierarchical decomposition is formed in a 

bottom-up or top down fashion The main aim of paper is to 

connection among different clusters using the single link and 

completed link techniques using Euclidian distance and 

Manhattan distance, words methods and centroid methods. 

The clustering  that is produced is different from those 

produced by single link, complete link, group average .the 

ward’s method ,the proximity between two clusters is defined 

as the increase in the squared error that results when two 

cluster are merged and the centriod method calculate the 

proximity between two clusters by calculating  the distance 

between the centriod of clusters. 

 

Keywords— Euclidian, single link, complete link, group average, 

centriod, Proximity 

 

I.  INTRODUCTION   

 Hierarchical clustering techniques are second important 

category of clustering method. There are two basic 

approaches for generating a Hierarchical clustering 

1. Agglomerative 

2. Divisive 

The Agglomerative start with the points as individual 

clusters and, at each step, merge the closet pair of clusters 

and divisive start with one, all-inclusive clusters and, at each 

step, split a cluster until only singleton clusters of individual 

points remain. 

A hierarchical clustering is often displayed graphically 

using a tree like diagram called dendrogram, which displays 

both the clusters-sub clusters relationship and order in 

which the clusters were merged. A hierarchical clustering 

can also be graphically represented using nested cluster 

diagram. 

The following nested diagram example of these two types of 

figures for a set of four two dimensional points. These 

points were clustered using the single link technique. 

 
Fig : 1.1 Nested Diagram 

A. Basic Agglomerative Hierarchical clustering Algorithm 

Algorithm: 

1. Compute the proximity matrix, if 

necessary 

2. Repeat 

3. Merge the closest two clusters 

4. Update the proximity matrix to reflect 

the proximity between the new 

clusters and the original clusters 

5. Until only one cluster remains 

B.   Defining Proximity between clusters 

The key operation of Agglomerative Hierarchical clustering 

Algorithm computing of the proximity between two 

clusters, and it is the definition of clusters proximity. 

Cluster proximity is typically defined with particular type of 

cluster in mind. For example Agglomerative Hierarchical 

clustering techniques, such as, MIN, MAX and group 

average, come from a graph based view of clusters. IN 

defines cluster proximity as the proximity between the 

closest two points that are in different clusters ,or using 

graph terms, the shortest edge between two nodes in 

different subset of nodes. This yields contiguity-based 

clusters. The contiguity-based cluster was each point is 

closer to at least one point in its cluster than to any point in 

another cluster.  
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Alternatively MAX takes the proximity between the farthest 

two points in different clusters to be the cluster proximity, 

are using graph terms, the longest edge between two nodes 

in different subjects of nodes. Another graph based 

approach, the group average technique, defines cluster 

proximity be the average pair wise proximities of all pairs of 

point s from different clusters. 

 
Fig: 1.2.1 MIN (single Link) 

 

 

 

 

 

 

 
Fig: 1.2.2 MAX (complete Link) 

 

Fig: 1.2.3 Group average 

II.   LITERATURE SURVEY 

1.” Agglomerative Mean-Shift Clustering by Xiao-Tong 

Yuan, Bao-Gang Hu, “ 

In this paper, for the purpose of algorithmic speedup, we 

develop an agglomerative MS clustering method along with 

its performance analysis. Our method, namely Agglo-MS, is 

built upon an iterative query set compression mechanism 

which is motivated by the quadratic bounding optimization 

nature of MS algorithm. The whole framework can be 

efficiently implemented in linear running time complexity. 

We then extend Agglo-MS into an incremental version 

which performs comparably to its batch counterpart. The 

efficiency and accuracy of Agglo-MS are demonstrated by 

extensive comparing experiments on synthetic and real data 

sets. 

 

2. “A Variation Bayesian Framework for Clustering 

with Multiple Graphs by Motoki Shiga and Hiroshi 

Mamitsuka” 

 

Mining patterns in graphs has become an important issue in 

real applications, such as bioinformatics and web mining. 

We address a graph clustering problem where a cluster is a 

set of densely connected nodes, under a practical setting that 

1) the input ismultiple graphs which share a set of nodes but 

have different edges and 2) a true cluster cannot be found in 

all given graphs. For this problem, we propose a 

probabilistic generative model and a robust learning scheme 

based on variation Bayesian estimation. A key feature of our 

probabilistic framework is that not only nodes but also 

given graphs can be clustered at the same time, allowing our 

model to capture clusters found in only part of all given 

graphs. We empirically evaluated the effectiveness of the 

proposed frame work on not only a variety of synthetic 

graphs but also real gene networks, demonstrating that our 

proposed approach can improve the clustering performance 

of competing methods in both synthetic and real data. 

 

 

3. “A Link-Based Cluster Ensemble Approach for 

Categorical Data Clustering by Natthakan Iam-On, 

Tossapon Boongoen, Simon Garrett, and Chris Price” 

 

Although attempts have been made to solve the problem of 

clustering categorical data via cluster ensembles, with the 

results being competitive to conventional algorithms, it is 

observed that these techniques unfortunately generate a final 

data partition based on incomplete information. The 

underlying ensemble-information matrix presents only 

cluster-data point relations, with many entries being left 

unknown. The paper presents an analysis that suggests this 

problem degrades the quality of the clustering result, and it 

presents a new link-based approach, which improves the 

conventional matrix by discovering unknown entries 

through similarity between clusters in an ensemble. In 

particular, an efficient link-based algorithm is proposed for 

the underlying similarity assessment. Afterward, to obtain 

the final clustering result, a graph partitioning technique is 

applied to a weighted bipartite graph that is formulated from 

the refined matrix. Experimental results on multiple real 

data sets suggest that the proposed link-based method 

almost always Out performs both conventional clustering 

algorithms for categorical data and well-known cluster 

ensemble techniques. 

III.   METHODOLOGY 

We fallow the methodology for connection among the 

different clusters 

1. Single Link(MIN) 

2. Complete Link or CLIQUE(MAX) 

3. Group Average Method 

4. Ward’s and Centroids Methods 

By using the sample data that consist of 6 two-dimensional 

points 
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Point 

X-

Coordinate 

Y-

Coordinate 

p1 0.4 0.53 

p2 0.22 0.38 

p3 0.35 0.32 

p4 0.26 0.19 

p5 0.08 0.41 

p6 0.45 0.3 
 

Fig: 3.1 x y coordinates of six points 

 

 

 

 

 

 

 

 

 

 
Fig: 3.2 set of 6 two dimensional points 
 

 

p1 p2 p3 p4 p5 p6 

p1 0 0.24 0.22 0.37 0.34 0.23 

p2 0.24 0 0.15 0.2 0.14 0.25 

p3 0.22 0.15 0 0.15 0.28 0.11 

p4 0.37 0.2 0.15 0 0.29 0.22 

p5 0.34 0.14 0.28 0.29 0 0.39 

p6 0.23 0.25 0.11 0.22 0.39 0 
 

Fig: 3.3 Euclidian Distance Matrix for 6 points 

A.   Single Link (MIN) 

The proximity of two clusters is defined as the Minimum of 

the distance between any two points in the two different 

clusters .using graph terminology if u start with all points as 

singleton clusters and add links between points one at time, 

shortest link first, then these single link combine the points 

into clusters .the single link techniques is good at handling 

non elliptical shapes, but is sensitive noise and outliers 

 

 

 

 

 

 

 

 

 

 

 
Fig: 3.1.1 Single Link Clustering 

B.   Complete Link or CLIQUE (MAX) 

The proximity of two clusters is defined as the maximum of 

distance between any two points in the two different 

clusters. using graph terminology, if you start with all points 

as singleton clusters and add links between points one at a 

time, shortest link first, then a group of points is not a 

cluster until all the points in it or completely linked, i.e. 

such that from a CLIQUE .complete link is susceptible to 

noise e and outliers, but it can break large clusters and it 

favors globular shapes. 

 

 

 

 

 

 

 

 
 

 

 
Fig: 3.2.1Complete Link Clustering 

 

C.   Group Average Method 

The proximity of two clusters is defined as the average pair 

wise proximity among all pairs of points in the different 

clusters. This is an intermediate approach between the single 

and complete link approaches. Thus, for group average, the 

cluster proximity (Ci, Cj) of clusters Ci and Cj, which are of 

size mi and mj respectively, is, expressed by the following 

equation 

Proximity (Ci, Cj) 

=( 𝑝𝑟𝑜𝑥𝑖𝑚𝑖𝑡𝑦(𝑥, 𝑦)𝑥𝑒  𝐶𝑖
𝑦𝑒  𝐶𝑗

)/mi*mj 

 
Fig: 3.3.1 Group Average 

 

D.   Ward’s and Centroids Methods 

The proximity between two clusters is defined as the 

increase in the squared error that results when two clusters 

are merged. Thus, this method uses the same objective 

function as K-means clustering. While it may see that this 

feature makes ward’s method somewhat distinct from other 

hierarchical techniques, it can be shown mathematically that 

ward’s method is very similar to the group average method 

when the proximity between two points is taken to be the 

square of the distance between them. 

Centroid methods calculate the proximity between two 

clusters by calculating the distance between the centroids of 

clusters. This technique may seem similar to K-means, but 
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as we have remarked, ward’s method is the correct 

hierarchical analog. These methods also have a 

characteristics often consider bad that is not processed by 

the other hierarchical clustering techniques that we have 

discussed: the possibility of inversions. Specifically two 

clusters that are merged may be more similar then the pair 

of clusters that are merged in a previous step. For the other 

methods, the distance between merged clusters 

monotonically increases as we proceed from singleton 

clusters two one all-inclusive cluster 

IV.   RESULT ANALYSIS 

We analysis the results based the on the sample data 

represented in graphical form  

A.   Single Link: 

The distance between two clusters (3, 6) and (2, 5) by using 

Euclidian Distance  

Dist({3,6},{2,5})=min(dist(3,2),dist(6,2),dist(3,5),dist(6,5)) 

  =min (0.15, 0.25, 0.28, 0.39)=0.15 
 

 

 

 

 

 

 

 

 

 

 

 

 
Fig: 4.4.1 Graphs for Single Link 

B.   Complete Link 

As with a single link, points 3 and 6 are merged first. 

However, {3, 6} is merged with {4}, instead of {2, 5} or 

{1} because 

dist({3,6},{}4)  =max(dist(3,4),dist(6,4)) 

=max (0.15, 0.22) 

= 0.22 

dist ({3, 6}, {2, 5})  

 =max(dist(3,2),dist(6,2),dist(3,5),dist(6,5)) 

 =max (0.15, 0.25, 0.28, 0.39) 

 =0.39 

dist({3,6},{1}) = max(dist(3,1),dist(6,1)) 

   =max (0.22, 0.23) 

   = 0.23  

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 
Fig: 4.2.1 Graphs for Complete Link 

C.   Group Average 

We calculate the distance between some clusters 

dist({3,6,4},{1}) = (  0.22+0.37+0.23)/(3*1) 

   =0.28 

dist({2,5},{1})=(0.2357+0.3421)/(2*1)=0.2889 

dist({3,6,4},{2,5})

 =(0.15+0.28+0.25+0.39+0.20+0.29)/(6*2) 

=0.26 

 

 

 

 

 

 

 

 

 

 

 

 
Fig: 4.3.1 Graphs for Group Average 

D.   Wards Method 

The clustering that is produced in different from those 

produced by single link, complete link and group average. 

 

 

 

 

 

 

 

 

 
Fig: 4.4.1 Graph for Wards Method 

 

V.   CONCLUSION 

The Hierarchical clustering analysis procedure for finding 

relationships in various clusters. It works by grouping data 

objects into a tree of clusters. These methods can be 

classified agglomerative or divisible, depending on whether 

the hierarchical decomposition is formed in a bottom-up or 

top down fashion. 
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