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Abstract — The Internet is a global neftwork connecting millions
of computers. More than 100 countrics are linked into exchanges
of data, news and opinions. Thus the network intrusion detection
system is 2 main thing to protect the data. In this system I have
proposed a layered framework integrated with expericnced
machine learning technique to produce an effective novel
intrusion detection svstem. The propesed work has tested with
Knowledge Discovery & Data Mining i.e. KDD 1999 dataset and
captured the live data packet using WinPcap Software .The
systems are compared with existing approaches of intrusion
detection system using SVM and decision tree . The results show
that the proposed system has captured more tvpe of attacks
compare to all existing algorithms with high detection accuracy
and efficiency.
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1. IMTRODUCTION

An intrusion detection system {I1S) is a device or software
application thal monitors network or system activilies  [or
malicious activities or policy violations and produces reports to
a management station. [DS come in a varietv of “flavours™ and
approach the goal of detecting suspicious traflic in different
ways. There are network based (NIDS) and host based (HITIS)
mtrusion  detection  systems, Network  Intrusion Detection
Systems are placed at a strategic point or points within the
network o monitor traffic w and from all devices on the
network. It performs an analysis for a passing traffic on the
entire subnet. Works in a promiscuous mode, and matches the
traffic that 15 passed on the subnets to the hbrary of knows
attacks. Once the attack 15 identified, or abnormal behavior is
sensedl, the alert can send w the admimstrator. Hest Intrusion
Detection Systems are run on individual hosts or devices on the
network, A HIDS monitors the mbound and outbound packets
from the device only and will alert the user or administrator of
suspicious activity is detected. Tt takes a snapshot of vour
existing system files and matches it to the previous snapshot, If
the critical system files were modified or deleted, the alert 15
sent to the administrator to investigaie,

In Neural Network Intrusion Detection Systems, 1DS
designers utilize EML {Experienced Machine Learning) as a
pattern recognition technique, During training, the neural
network parameters are optimized o associate outputs {each
output represents a class of computer network connections, like
normal and attack) with corresponding input patterns {every
input pattern is represented by a feature vector extracted firom
the charactenstics of the network connection record). When the
neural network 15 used, it identifies the input pattern and tries
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w output the corresponding class. The most commonly
reported applications of neural networks in [DSs are to train the
neural nel on a sequence of inlormation units, each of which
may be an audit record or a sequence of commands. Given the
signilicance ol the intrusion detection problem, there have been
various initiatives that attempi 1o quantify the current state of
the art. In particular, MIT Lincoln Lab’s DARPA intrusion
detection, evaluation datasets has been employed o design and
test intrusion detection systems. In 1999 recorded network
waffic lrom the DARPA 98 Lincoln Lab dalaset [3] was
summarized into network connections with 41-features per
comneetion. This formed the KDD 99 intrusion  detection
benchmark in the Intermational Knowledge Discovery and Data
Mining Tools Competition. KDD 99 intrusion  detection
datasets, which are based on DARPA 98 dataset, provide
labelled data for researchers working in the field of intmsion
detection and is the only labelled dataset publicly available,
Mumerous researchers emploved the datasets in KDD 99
intrusion detection competition to study the utilization of
machine learning for intrusion detection and reported detection
rates up (o 91% with false positive rates less than 1%, To
substantiate the Performance of machine learning  based
detectors that are trained on KDD 99 training data; we
inwestigate the relevance of each feature in KDD 99 intrusion
detection datasets. Tao this end, information gain is emploved to
determing the most discriminating features for each class. This
paper indicates that normal, Neptune and Smurf classes are
highly refated o certain features thal make their classification
easier, Since these three classes make up 98% of the training
data, it is very casy lor & machine learning algovithm o achicve
eood results [6].

After  the ntroduction m Section 1, Design  and
methodology are described m Section 11, Section 11 deseribes
the architecture of the proposed systems. Section 1V explains
the datasel, atlack lypes & features used for classilying
comnection records. Section WV shows the details of the
experimental setup and resulis, Section V1 concludes the paper
with a discussion of results and scope of future work.

1. DESIGN AND METHODOLOGY

A Dataser

KDD Cup 99 dataset which consists of a set of 41 features
6] derived rom each commection and a label which specifies
the connection records as either normal or specific attack type.
This databasc contams a standard set of data o be audited,
which includes a wide variety of intrusions simulated in a
military network environment. Generally the attacks fall into
four main categories, namely DoS, Probe, R2L and U2R. kdd
cup.Data 10 percent.gzis used as training and wvalidation
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dataset having exactly 494,021 instances with 22 attack types
and corected gz as test dataset having exactly 311,029
instances. Test data is also labeled as either normal or as one of
the attacks belonging to the tour attack classes. It is important
to note that the test data includes specific attacks which are not
present in the training data. This makes the intrusion detection
task more realistic [7].
B, WinPeap

In the field of compuier network adminisivation, peap
{packet capture) consisis of an application programming
interface (API) for capturing network traffic. Unix-like sysiems
implement peap in the libpeap library, Windows uses a port of
libpeap known as WinPeap. Proposed 1DS uses WinPeap o
capture packets wavelling over a network and to get a list of
network inlerfaces lor possible wse with WinPeap. [L uses
NDIS (Network Driver [nterface Specification) to read packeis
directly from a network adapter and support saving captured
packets 1o a file. Afler saving captured packets, the proposed
model detects the different type of attack and allows normal
packels.
C. Layered Frameworl

Present networks and enterprises follow a layered defense
apprioach to ensure security at different access levels by using a
variely ol ols such as network surveillance, perimeter access
control, firewalls, network, host and application intrusion
detection  systems, data encryption and  others. Given this
traditional layered defense approach, only a single system is
employed at every layer which is expected to detect attacks at
that particular location. However, with the rapid increase in the
number and type of attacks, a single system is not effective
enough, given the constraints of achieving high attack detection
aceuracy and hgh system throughput. Hence, we propose a
layered framework for building intrusion detection systems to
build a network intrusion detection system which can detect a
wide variety ol attacks reliably and efficiently when compared
to the traditional network intrusion detection systems. [8] Uses
a layered framework with number ol separately tramed and
sequentially arranged subsystems in order (o decrease the
number of false alarms and increase the attack detection
coverage. [9] Uses a layered framework to build a network 1DS
which can detect a wide variety of attacks reliably and
elficiently when compared to the traditional network TDS but
the accuracy of less occurring attack is not good.

1, Experienced Machine Leaening (EML) Sysiem

Meural networks are a form of artificial intelligence that
uses multiple artificial neurons, networked wgether 1o process
information. This type of network has the capability to lean
from patterns, and extrapolate resulls from data that has been
previously entered into the network's knowledge base, This
ability makes neural network applications extremely valuable
in intrusion  detection. [1] Presents an approach of user
behaviour modelling that takes advantage of the properties of
neural network algorithms coupled with an expert system. In
[2]. [4] neural networks have been applied to build keyword-
count-based misuse  deleclion  systems. Using  known
pattern/eeywaord of attack, EML system i3 trained in such a
way that it detects when the similar kind of attack appears in
network traffic or data set,

An attempt 15 made in this paper to build [DS by integrating
layered framework with EML system s0 as to combine the
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advantages of both the approaches,

Thus, an integrated DS is proposed which can detect a wide
variety of attacks with less false alarm rate and can operaie
efticiently in high speed networl.

[L

IDS under consideration combine the advantages of both
layered framework and EML System. The proposed TDS is
used to detect four common types of attacks like Denial of
Service(DoS), Probe, Remote to Local(R2L), User to Root
{II2R) and normal records also. Thus, TDS 15 divided into four
layers which are used to classily atlacks as mentioned in Fig 1.
In this architecture, data preprocessor nod only collect the data,
but also perform the task of data cleaning by extracting features
for each layer wsing Principal Component Analysis (PCA)
method. Since the proposed TDS comprises of four layers
corresponding Lo each attack so PCA is applied to individual
layers,

PROPOSED INTEGRATED IDS ARCHITECTURE

Principal Component  Analysis (PCA) is a  classical
statistical method to find patterns in high dimensionality data
sets. PCA allows obtaining an ordered list of components that
account for the largest amount of the variance of the data in
terms ol least sguare errors. The amount of variance capiured
by the first component is larger than the amount of variance on
the sccond component and so on. We can reduce the
dimensionality of the data by negleciing those components
with a small contribution to the variance [13].
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Fig I Architecinre of proposed 108 based on layvered framework
integraled with neuval netwark

Each layer of TDS consists of three components:

s Data preprocessor

This component is used (o collect the data from a desired
source. Here as input, KDD cup 99 datasets is used which is
publicly available and WinPeap soltware 15 used for capluring
packets from network traffic and save the captured packet in
file.

* Encoder

The encoder is basically used to encode the data into
desired format, The atribute given in KD data set are
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converted into double data type to make it compatible with
EML system.

e Classitier

This component is used to analvze the audit pattern and
classify it o detect attacks. Ilere, Layered framework
integrated with back propagation neural network (BPN) with
“lrainscg’ as training algorithm [12] is used to classify the
records as normal or attack, To detect the atack, we use apriori
associalion rules mining in Classilier block. Rules can be
viewed simply as an [[{Then Else] structure, such as:

I protocol="TCP" or Then

AttackTvpe="smurf"

protocol="UDP"

The algorithm is an influential algorithm for mining
frequent item sets. It uses level-wise search, where k-item sets
{an item set that contains k items) is used to explore (k+1) item
sel. Simply, a first-item set generated will be used o generate
the second-item set, in twn generate the third item set until no
more k-item sel can be found [8]. In [11], we can {ind different
technigues to count the support and confidence value from the
dataset have been used. A number of association mules have
been derived for each type of attack and how association rule is
best for TDS

The following algorithm is general for any kind of daia set.
Here F contains the largest frequent item set. Min_supp defines
the user define support and Min_conf defines the user defines
confidence. RULE contains the desired miles generated firom
the data set.

Algorithm 1: Apriori Association Rule

1. Take the largest frequent item set F with
Min_Supp and Min_Conf value.

2. Generate all possible subsels of F and store
itin SUR.

3. Count SUPP and CONF value Tor cach
elements of SUB,

4. I (SUPP==Min_Supp &&
CONF==Min_Conf) then

a. Choose the particular elements of SUB
and store in RULE

b. Generate various rules and store in
RULE.

3. Else reject the particular element of SUB
and go to step 3.

6. Return RULE,

7. End

V.  TDYATASET. ATTACK TYPES & FEATURES DESCRIPTION
KDD dataset consists of 41 features for each connection,

which are detailed in Appendix 1 of [6]. Features are grouped
into four categories:

Basic Features: Basic features can be derived from packet
headers without inspecting the payload. Basic features are the
first six features listed in Appendix 1 of [6].

Content Features: Domain knowledge is used o assess the
pavload of the original TCP packers. This includes features
sich as the number of failed login attempis;

Time-based Traflic Features: These features are designed (o
capture properties that mature over a 2 second temporal
window. One example of such a [eature would be the number
of connections o the same host over the 2 second interval;

Host-hased Trallic Features: Uilize a historical window
estimated over the number of connections — in this case 100 —
instead of time. Host based features are therefore designed to
assess attacks, which span intervals longer than 2 seconds,

The KDD 99 intrusion detection benchmark consists of
three components, which are detailed in Table 1. In the
International Knowledge Discovery and Data Mining Tools
Competition, only “10% KDD™ datasct is cmploved for the
purpose of training. This dataset contains 22 anack tvpes and is
# more concise version of the “Whole KDD™ dataset. Tt
contains more examples of attacks than normal connections
and the attack types are not represented equally. Because of
their nature, denial of service attacks account for the majority
of the dataset. On the other hand the “Corrected KDD™ dataset
provides a dataset with different statistical distributions than
either “10% KDD" or “Whole KDD" and contains 14
additional atlacks.

TABLE 1. BASIC CHARACTERISTICS OF THE KDD 99 INTRUSION DETECTION
DATASETS IN TERMS OF NUMRER OF SAMPLES

Drataset oS Probe UIR RIL Mormal
1054 KD 301458 4107 52 1126 97ITT
Corrected 2298353 4166 T 16347 alEa3
KD
Whaole 3883370 41102 52 1126 STITRI
KInmy

The DARPA 1999 test data consisted of 190 instances of
57 attacks which included 37 Probes, 63 DoS allacks, 53 R2L
attacks, 37 U2R/Data attacks with details on attack types given
in Table 2.

TABLE 2. ATTACKS PRESENT N INARPA 1999 naTasET

Altack eluss Attack (ype

portswesp,  IpEWeEp,  quesh,  satan,
msgcan, ntinfpscan, 1sdomain, illegal-
sniffer

s apache?,  smurl, neplune,  dostuke,
land, pod, back, teardrop, tepreset,
syalogd, crashiis, Arppoi s,
mailbomly,  sclfping,  processtable,
udpstarm, warezclignt

R2L dhel, neteal, sendrnail, smap, nefip,
xlock, =snoop, sshirgan, framespont,
ppmacrs,  geest, nelbus,  snmpger,
fipwrite, Itpreansel, phi, samed

1R sechole, xterm, ejecy, ps. nukepw,
secrel, perl, vaga, fdformat, Mconfig,
CAECSEN, nifsdos, ppmacra,
loadmodule, sqlattack
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V. EXPERIMENTAL SETIIP Ann RESULT

A, Experimental Setup

Proposcd [DS is simulated (o obtain resulis using Microsolt
Visual Studio 2010 and C# language. All experiments are done
on 133-MHz Intel Pentium-class processor (2 3.30 GHz having
4 GB of RAM. The operating system used is Windows 7.
Simulation is performed vsing data set described in Section TV,
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to detect the atlack type whereas 100 Packet Data using SVM
ook 1009 second to detect attack type. Graph depicts 34
packets as Normal attack, 30 packers as Probe atiack, 11
packets as DoS attack, 2 packers as U2ZR atack and 3 packets
as R2IL attack type.

When [ captured 25 packets in real time by accessing

In the sequence diagram above the complele sequence of
execution of Intrusion detection has been shown. The server
starts and verifies the user. As per the choice of the user for
classifiers and an algorithm to be applied it processes the
dataset and detects the intrusion type by comparing it with the
preloaded dataset iff Intrusion is made. Then the output is
generated and the updates are saved in the database.

User sends the classified data to the testing phase lor
detecting attack using experienced machine leaming and
generate graph for analysis as shown in Data Flow Diagram
{Fig 2),
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B. Experimental Result

I have used KDD dataset and captured packets from
WinPcap as input. Model is tested for 100 packets of KDD data
sl as inpul o proposed TDS. Same data sel 15 used as input Lo
already existing 1DS which uses SVM technigue to detect the
attack [14]. 100 Packet Data using EML took 7.53 nullisecond

wehsites using WinPeap, 25 Packet Data using EML method
ok 2.1642 second 1o deteet the atlack type and all packel
detected as  Normal attack tvpe as Antivirus blocks the
suspicions attack and allow only Normal packets.

I have used ROC curve to compare the accuracy and
efficiency of proposed model and existing model. Proposed

model is Layered framework DS with EML and existing
maodel i3 105 with SVM technique.

Proposcd Maodel Efficiency Existing M odel Efficicney
0.5 0.5
(L6l 5384615 0,54
LT0923077 0.55
(L7596]1 3385 058
13461538 .62
Proposed Maodel Aecuracy Existing Model Aceuracy
AR ns
k6 0.54
[ n.535
75 0.5%
91 0.62
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various attacks in the network.
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